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ABSTRACT Solar energy is a clean and renewable source of energy produced by solar panels. Solar
panels deteriorate over time, resulting in generation of faults. Faults reduce the overall power generation
capacity of photovoltaic (PV) plants. A variety of atmospheric and functional conditions contribute to
the formation of hotspots on solar panels, indicating an increase in temperature and resulting in lower
efficiency. Early detection of faults during PVmodule inspection and monitoring is critical for improving the
efficiency, reliability, and safety of PV systems. Thermal imaging is a non-contact, non-destructive, efficient,
and effective technique. With thermal image analysis, probable problem areas can be identified and fixed
before actual failures or problems occur, resulting in lower costs and less human labor. In this study, the
effect of pre-processing techniques on fault detection in thermal images is studied and a comparative fault
detection and demarcation method is proposed. Pre-processing is one of the steps in an automated fault
detection system for removing noise or artefacts from thermal images. This study investigates the impact
of pre-processing techniques such as filters and histogram equalization on fault detection and demarcation
accuracy. Five different types of faults, such as single cell, multicell, diode, dust/shadow, and PID hotspot
are detected. For fault detection, two segmentation techniques, histogram-based color thresholding and RGB
color channel-based thresholding, are applied to thermal images of solar panels. Intersection over Union
(IoU) is used to determine the efficiency of fault detection and demarcation techniques. Application of filters
and histogram equalization on the dataset provided increased contrast and highlighted the faulty area of the
thermal imagemore prominently. Overall, images processed with a bilateral filter and histogram equalization
performed better for fault detection and demarcation than other filters. This technique resulted in IoU values
of 0.35, 0.14, 0.31, 0.54 and 0.32 for diode, dust, multicell, single cell and PID hotspots respectively.

INDEX TERMS Photovoltaics, solar energy, thermal images, intersection over union, segmentation.

I. INTRODUCTION
Solar energy is themost affordable and fastest growing source
of renewable energy. In an hour, the sun gives off more energy
than the world consumes in one year. The most widely used
solar technologies for businesses and homes are solar photo-
voltaics for electricity and solar water heating. A collection
of PV modules is called a PV panel, and a system of PV
panels is called an array. Arrays of a photovoltaic system
supply solar electricity to electrical equipment. Solar panels
are designed to give the maximum output when exposed
to solar radiation. The working conditions of solar panels
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can be affected by atmospheric conditions like dirt, dust,
the presence of foreign objects, shadowing, or functional
conditions like cell mismatch or damage, string mismatch,
winter shading, soiling, rooftop conditions, etc., which result
in the generation of hotspots. Installation of panels at a height
on the rooftop of buildings or over a larger area, makes the
inspection process of individual PV panels significantly time
consuming, complicated, and expensive. Fault detection and
analysis are two of the most important parts of the operations
and maintenance section.

Thermal imaging is a non-invasive and non-destructive
method used for inspection of solar panels under load,
so shutdown isn’t required. Appropriate use of thermal imag-
ing cameras shows accurate temperature differences between
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cells, which allows us to identify faults at an early stage.
Thermal cameras capture raw thermal images, which con-
tain important information used for image analysis. With
thermal image analysis, problematic areas can be identified
and repaired. Fault detection and classification are necessary
for the efficiency, reliability, and safety of PV systems. One
of the ways to improve PV array output is to ensure that
the array operates in optimal output conditions at all times.
Once installed, PV arrays are expected to operate with least
human intervention. PV arrays perform below optimum out-
put power levels due to faults in modules, wiring, inverter,
and so forth [1]. Most of these faults remain undetected for
a long period of time resulting in loss of power. Experts
assigned to locate and fix the faults within an array need to
take time consuming field measurements. Fault analysis in
the solar PV arrays is a fundamental task to eliminate any
kind of dangerous and undesirable situations arising in the
operation of PV array due to the presence of faults [1], [2].
Theymust be detected and cleared off rapidly.Without proper
fault detection, noncleared faults in PV arrays not only cause
power losses but also might lead to safety issues and fire
hazards [2], [3]

The primary objective of this proposed work is to study and
investigate the effect of pre-processing technique on the accu-
racy of fault detection in solar panels. Image pre-processing
involves removal of noise using selected filters and image
enhancement. Faults are detected and located by applying
two segmentation techniques on pre-processed images. Fil-
tering and image enhancement using histogram equalization
are applied on original thermal images. Various filters such
as Mean, Median, Bilateral, and Gaussian are tested. Fil-
tered images are enhanced using histogram equalization.
Two segmentation techniques with histogram-based color
thresholding and separate color channel-based thresholding
are applied on pre-processed images. This paper contributes
to detection of hotspots in thermal images of solar panels.
Pre-processing of thermal images increases the accuracy of
fault detection and demarcation. Detection and demarcation
of hotspots at earlier stages with the help of thermal images
helps in propermaintenance of solar panelsthereby increasing
the generation of solar energy.

The structure of the rest of the paper is as follows.
Section II explains the related work. Proposed methodology
along with description of filters and histogram equalization
techniques and dataset information is presented in section III.
Section IV presents the results followed by discussion.
Finally, the study conclusion is provided in section V.

II. RELATED WORK
Bharath Kurukuru et al. [4] have used Canny edge detection
and Hough Transform technique for segmentation of faulty
panel from a series of panels. From faulty panel, the fea-
tures were extracted, and classification was done. Authors
in [5] have used color thresholding in HSV space for RoI
extraction. This segmented image was applied to Canny edge
detection. Contours detected under certain thresholds are

filtered resulting in a binary image having borders of PV
modules. Dotenco et al. [6] modelled foreground in photo-
voltaic modules using a Gaussian distribution. To separate
foreground from background, threshold was calculated from
normalized temperature map. But due to high variance of
background regions, it cannot be completely excluded from
the foreground. Hence, the variance Tvar of the normalized
temperature map Tnorm using a 3×3 kernel was used, which
allowed region detection with high inconsistency and were
probable to be part of the background. K-means algorithm
was used to cluster the thermal image into many regions
and identify the damaged area [7]. Additionally, to select the
optimal number of clusters Elbow and gapmethods were used
with various values for Guerriero and Daliento [8] proposed
segmentation method based on gradient analysis and edge
detection. Edge detection method automatically selects the
area in the thermal image related to the specific PV panel
to be analyzed. Aghaei et al. [9] proposed the segmentation
method to identify faulty panel using luminance of gray
scale image of solar panel. Image is separated into black
and white areas using threshold based on luminance and
standard deviation of image. In the segmentation algorithm
used by Kim et al. [10], panel boundaries were extracted with
horizontal filtering, vertical filtering, and a modified tiered
histogram clustering method. By applying an additional mor-
phological algorithm, initial panel boundaries were obtained.
With the geometry of surrounding panels, these extracted
panel boundaries were refined by processing digital image
in HSV color space. Kaplani [11] presented a method which
automatically detects EVA discoloration in PV cells. Primar-
ily based on hue, segmentation is applied in HSV color space.
Regions with undefined hue are masked with saturation com-
ponent. Next, with different tones of color in regions to detect
different strengths of browning effect, value component is
used. Authors [12] have extracted temperature information
from thermal image such as average temperature, maximum
temperature, and minimum temperature. Based on these val-
ues, threshold was selected. Count value was increased if
the temperature value was less than high and low threshold.
The module was considered an abnormal module if the count
value exceeds 0.2% of the module area value. Gray scale
image is converted into a binary image by selecting a grey
level threshold in the original image by Tsanakas et al. [13].
Every pixel is converted into black or white according to its
grey value whether it is greater or less than the threshold.
An optimum threshold of 160 was selected that achieves a
good separation of unwanted areas in most of the thermal
images under testing, without removing any ROI. Combi-
nation of canny edge detection and color quantization has
been used by Akram et al. [14] to segment defective regions
in thermal images. For color quantization, k-means clustering
was used with value of k=3. Authors [15] have used an
algorithm consisting of image pre-processing, edge detection
and segmentation. Edge detection with different threshold
settings at different ranges is used to determine edges of fil-
tered images. Contours that are evaluated in shape and size are
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calculated at each edge detection step. At the end, to collect
all the segmentations made, contours are drawn as a mask in
an iterative way in an image. Segmentation based hot pixel
detection algorithm is presented by Alsafasfeh et al. [16].
This method determines a hot pixel (seed pixel) in the input
image for segmentation. After pre-processing the image,
the value of the hottest pixel is determined by finding the
highest pixel value. After this, all the neighboring pixels
were checked if they are related to the hot pixel, called as
seed pixels SP, or background pixels BP. Winston et al. [17]
have used Feed Forward Back Propagation Neural Network
technique and Support Vector Machine (SVM) technique
to classify solar panel faults as micro-cracks and hotspots.
Six input parameters like percentage of power loss (PPL),
Irradiance (IRR), Open-circuit voltage (VOC), Short circuit
current (ISC), Panel temperature and Internal impedance (Z)
are used as input to these two classifiers.

To detect thermal defects in PV module infrared (IR)
images were used and for detecting module surface defects,
RGB images were used by authors Kuo et al. [18]. The com-
bination of these two images were used were used to cross
validate the reasons for module defects. For PV module
and defect feature segmentation, Otsu algorithm is used.
Image value change is used to define the optimal thresh-
old value. Wang et al. [19] have proposed a combination of
U-net and decision tree classifier for condition monitoring
and fault diagnosis of PV panel. Image segmentation is
done with the help of U-net neural network. Fault diag-
nosis using decision tree is based on the contour features
in the ‘mask’ of true color infrared images. An ensemble-
based deep neural network (DNN) model for detection of
visual faults such as glass breakage, burn marks, snail trail,
discoloration, and delamination on various PV modules is
used by the authors [20]. Various features such as discrete
wavelet transform (DWT), texture, grey level co-occurrence
matrix (GLCM), fast Fourier transform (FFT), and grey level
difference method (GLDM) are extracted from RGB images
and applied as input to ensemble-based deep neural network
(DNN)model. Onim et al. [21]. proposed a CNN architecture,
SolNet, specifically for dust detection on solar panels. This
proposed model is evaluated against current state-of-the-art
(SOTA) algorithms for the same dust dataset.

By interpreting the methods mentioned in the previous
work, it can be deduced that a major problem is availability of
large dataset for solar panel thermal images. In the literature,
work has been done on a small dataset. Faults are detected
and localized using existing segmentation techniques. A lot of
noise gets introduced due to environmental conditions during
capturing of thermal images of solar panel. The goal of noise
or artifact removal is to remove the noise without distorting
the original image. Depending on the type of noise or artifact,
different methods may be applied for pre-processing. There
is a need to devise the right thermal image pre-processing
strategywhich leads to an increase in fault detection accuracy.
Accurate detection of faults at earlier stage results in an
increase of power generation capacity of solar plants.

FIGURE 1. Proposed methodology.

TABLE 1. Dataset details.

III. METHODOLOGY
To test the effectiveness of pre-processing techniques, four
filters likeMean [23], [24], [25],Median [11], [13], [14], [23],
[24], [25], Bilateral [26] and Gaussian [9], [4], [11], [13] are
applied on the thermal image. Filtered images are enhanced
by applying histogram equalization.

The proposed method consists of image pre-processing,
segmentation, and fault detection as major blocks. The
detailed process is as shown in Fig. 1.

A. DATASET
FLIR C2 thermal camera is used to capture thermal images
from various solar plants across India. These images are
captured at different times and dates. The images are provided
by PV Diagnostics, Mumbai, India.

Total number of images belonging to five different classes
are shown in Table 1. Fig.2 shows sample images labelled by
experts into five different classes as single cell hotspot, mul-
ticell hotspot, potentially induced degradation (PID) fault,
diode fault and dust/shadow hotspot.

B. PRE-PROCESSING TECHNIQUES
The objective of pre-processing is to improve image data by
suppressing unwilling distortions or to enhance some image
features important for further processing. Four basic filters
and histogram equalization technique used in this approach
are detailed as below:
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FIGURE 2. Various faults on solar panel (a)-diode fault, (b) Multicell
hotspot, (c) Single cell hotspot, (d) PID fault, (e) Dust/Shadow Hotspot.

1) FILTERING
Filtering is a technique used for enhancing or modifying an
image. An image is filtered to emphasize certain features or
remove other features.

a: MEAN FILTER
Mean filtering, also called box filtering, is a basic and simple
method often used for smoothing. With this filter, the noise
in images is reduced by lowering the quantity of intensity
variation between one pixel and its neighbours. Each pixel
value in an image is replaced with the average or mean value
of its neighbors, including itself [19] as shown in equation 1.
Let Wxy represent the pixel coordinates in a rectangular sub
image window of size m × n centered at point (x, y). The
arithmetic mean filtering process computes the average value
of the original image g (s, t) of size m×n in the area defined
by Wxy. The value of filtered image f at any point (x, y) is
simply the arithmetic mean computed using the pixels in the
region defined by Wxy.

f̂ (x, y) =
1
mn

∑
(s,t)∈Wxy

g(s, t) (1)

All eliminating pixel values which are unrepresentative of
their surroundings are replaced. Since this filter is based on
kernel, it is like a convolution filter, in which shape and
size of the neighborhood to be sampled is represented when
calculating the mean. The more common square kernel is
3 × 3; but bigger kernels such as 5 × 5 squares can be
used resulting in more severe smoothing [15]. After testing
different sizes of kernels in this study such as 3 × 3, 5 × 5,
kernel of size 7 × 7 is used which resulted in more accurate
fault detection.

b: MEDIAN FILTER
To preserve useful details in an image, median filter is better
than the mean filter. Each pixel is replaced with the median
of neighboring pixels. All the pixel values from the surround-
ing neighborhood are sorted into numerical order and then
median is calculated. The pixel being considered is replaced
with themiddle pixel value as shown in equation 2. Here g(s,t)
is the original image, f(x,y) is filtered image and Wxy is the
window considered.

f̂ (x, y) = median︸ ︷︷ ︸
(s,t)∈Wx,y

{g(s, t)} (2)

It is highly effective for removing noise on images while
passing high spatial frequency details. For removal of noise
from images corrupted with Gaussian noise, median filter can
be less effective [19]. This filter is relatively expensive and
complex to compute. All the values in the neighborhoodmake
the processing rather slow [15]. In this case also, after testing
various sizes for kernels such as 3 × 3, 5 × 5, kernel of size
7 × 7 is used.

c: GAUSSIAN FILTER
To blur images and remove noise, Gaussian smoothing opera-
tor which is a 2-D convolution operator is used. With respect
to this, it is like the mean filter but uses a different kernel
that represents the shape of a Gaussian (bell-shaped) hump
[20]. Gaussian filter is widely used in graphics software for
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reduction of image noise by blurring an image. In research
areas, it is used as a smoothing operator for blurring the
edges. The probability distribution for noise is defined by the
gaussian function G(x,y) given by,

G (x,y) =
1

2πσ2
e−

x2+y2

2σ2 (3)

where σ sigma is the standard deviation of the distribu-
tion, x and y are spatial co-ordinates of the pixel in image.
The image structures can be enhanced by gaussian smooth-
ing [20]. Typical value of σ =2.5 and kernel of size 7 × 7 is
used after trying different values such as 3 × 3, 5 × 5 which
improved fault detection efficiency.

d: BILATERAL FILTER
Tomasi [26] proposed Bilateral filter which is a nonlinear fil-
ter used to reduce additive noise from images. With nonlinear
combination of nearby pixel values, this filter smoothens the
images while preserving edge. The bilateral filter, denoted by
BF[ · ], is defined by:

BF[I] =
1
Wp

∑
q∈S

Gσ s( ∥p − q∥ )Gσ r(
∣∣Ip−Iq∣∣ )Iq (4)

where σs and σr will specify the amount of filtering for
the image I. Normalization factor Wp given by equation 5,
ensures pixel weights sum to 1.0:

Wp=
∑

q∈S
Gσ s (∥p − q∥)Gσ r

(∣∣Ip − Iq
∣∣) (5)

Equation (4) is a normalized weighted average where Gσ s

is a spatial Gaussian weighting that decreases the influence
of distant pixels, Gσ r is a range Gaussian that decreases the
influence of pixels q when their intensity values differ from
Ip. Weighted sum of the pixels in a regional neighborhood is
considered, which depends on intensity distance and spatial
distance [19]. Hence, edges are well preserved, and noise is
averaged out. In this study, after testing various values of
parameters such as kernel of size 3 × 3, 5 × 5, window size
of [5 5] and σ =2.5 and is used.

2) HISTOGRAM EQUALIZATION
Image enhancement is one of the significant and critical
issues in low-level image processing. With image enhance-
ment the quality of low contrast images is improved, which
increases the intensity difference among objects and back-
ground. Contrast enhancement techniques are divided into
two methods: Linear and Non-Linear contrast enhancement.
In Linear contrast enhancement method contrast stretching
is used whereas Non-Linear contrast enhancement method
mostly deals with histogram equalizations. Histogram equal-
ization (HE) is the most widely usedmethod which re-assigns
the intensity values of pixels resulting in uniform distribution
of intensity to highest extent [21].

3) SEGMENTATION
After removal of artifacts from thermal images, fault is local-
ized using two segmentation techniques as mentioned below.

FIGURE 3. Separated channel images for thermal image.

FIGURE 4. a) Segmentation based on color thresholding b) Structuring
element used in opening operation.

a: SEGMENTATION BASED ON COLOR THRESHOLDING
In this approach, an input RGB image is passed through
mean, median, Gaussian, and Bilateral filter separately and
then these filtered images are individually converted from
RGBplane toHSVplane. As shown in Fig 3., saturation plane
prominently indicates the faulty area present in the image.
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FIGURE 5. Output of various stages as original image, Bilateral filtered image, thresholded image and image with fault located for segmentation
based on color thresholding (From top to bottom) (a) Single cell hotspot (b) Diode fault (c) PID fault.

The flowchart for segmentation based on color threshold-
ing is as shown in Fig. 4a.

Using equation 6 to 12 the image is converted from RGB
to HSV plane.

Define m and M with the relations,

M = max {R,G,B} (6)

m = min {R,G,B} (7)

And then V and S are defined by the equations,

V = M/255 (8)

S = 1 −m/M if M > 0 (9)

S = 0 if M = 0 (10)

The hue H is defined by the equations,

H = cos−1[
(R−1/2 G− 1/2B)√

R2
+G2

+B2−RG − RB − GB
]

if G ≥ B (11)

or
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FIGURE 6. Separated channel images for thermal image.

H = 360 − cos−1

[
(R− 1/2 G− 1/2B)√

R2
+G2

+B2−RG − RB − GB

]
if B > G (12)

Based onhistogram settingsof HSV channels, threshold value
is selected as shown below:

For Hue channel,
0.095<Threshold<0.422
For Saturation channel,
0.000<Threshold<0.455
For Value channel
0.867<Threshold < 1.000
To remove unwanted pixels morphological opening oper-

ation is applied on thresholded binary image using the
equation 13. The opening of A by B is obtained by taking
the union of all translates of B that fit inside A. Parts of A
that are smaller than B are removed.

A ◦ B =

⋃
{Bx:Bx ⊆ A} (13)

After trying various structuring elements such as disk,
square, diamond, cube, sphere, and octagon for opening,
specific structuring element (SE) of size 9× 9 as shown in
Fig.4b is used during opening operation.

Then on the opened image, fault is located by drawing
bounding boxes. Output of various stages of color threshold-
ing is shown in Fig. 5.

b: SEGMENTATION BASED ON SEPARATE COLOR
CHANNELS
In this method, the three-color channels are separated from
original RGB images.When the images belonging to separate
channels are analyzed, it is found that majority of informa-
tion required for fault detection is present in green and blue
channel for thermal images. Red channel of image does not
indicate any useful information as shown in Fig. 6.
Based on these results, only green and blue color channels

of thermal images are used for thresholding. The flowchart
for this approach is as shown in Fig. 7.

Comparing the average values of blue and green channel,
either blue or green channel is selected. The selected channel
image is converted into gray scale image and total number of
pixels are calculated.

Th =

(
total no of pixels

no of pixels in new image

)
∗ C (14)

here C= constant
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FIGURE 7. Segmentation based on separate color channels.
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FIGURE 8. Output of various stages as original image (Diode fault), RGB channel images, thresholded image, image after opening and
image with fault located for segmentation based on color channel.

FIGURE 9. Comparison of without pre-processing and with 4 filters using
channel-based thresholding.

Using equation 14, thresholding is applied on the converted
gray scale imagewithmorphological opening and then fault is
located. Intersection over Union (IoU) is used as a parameter
to compare the performance of proposed methodology for
fault detection in thermal images.

Fig.8 shows output of various stages of segmentation using
separate color channels for Diode fault. Faults are dominantly

FIGURE 10. Comparison of without pre-processing and with 4 filters
using color-based thresholding.

seen in green and blue channel image. The fault location is
accurately identified in this case of diode fault.

IV. RESULTS AND DISCUSSION
To assess the effect of pre-processing on accuracy of fault
detection and demarcation, Intersection over Union (IoU) for
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FIGURE 11. Qualitative analysis for fault detection without pre- processing and with 4 filters using channel and color-based thresholding.

TABLE 2. Segmentation results without pre-processing.

TABLE 3. Segmentation results based on separate color channels on
filtered images.

every image is calculated using Ground Truth (GT) images.
Ground truth images are labelled by experts in solar field.
Then fault wise average of IoU for all images is calculated.
Initially, two proposed segmentation techniques are applied
on original thermal images and IoU is calculated as shown in
Table 2.

To check the effect of application of filters and pre-
processing techniques, various filters and HE is applied on
all set of images. Table 3 and Table 4 show results of
fault detection algorithm after application of Bilateral, Mean,
Median and Gaussian filters. Median filter gave better results

TABLE 4. Segmentation results with histogram based color thresholding
on filtered images.

compared to other three filters for both the segmentation
approaches. To enhance contrast of filtered images, histogram
equalization was applied. Combination of filters and HE was
applied on all thermal images and then these images were
passed through two segmentationmethodologies.WhenR, G,
B channels from thermal image are separated, it is seen that
red channel does not show any information related to faulty
area.

Using this analysis, segmentation technique based on color
channels is applied on all images after filtering and IoU values
are calculated as shown in Table 3.

Comparison of IoU values using two segmentation
approaches without any pre-processing and with application
of four filters is shown in Fig. 9. Mean IoU values are very
less which shows the need of pre-processing. Comparing the
performance of filters, median filter gives better accuracy for
fault detection.

Solar panel thermal images present very dominant color
variations in faulty and normal areas of panel. The area with
high temperature usually indicated with light color and low
temperature area is indicated with purple/blue/red color.

Using this concept of color difference, histogram based
color thresholding is applied on filtered thermal images. The
results of this technique are shown in Table 4. Graph of
histogram based color thresholding without pre-processing
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FIGURE 12. Qualitative analysis for fault detection without pre-processing and with 4 filters + HE using channel and color-based thresholding.

FIGURE 13. Comparison of without pre-processing and with 4 filters + HE using channel and color-based
thresholding.

TABLE 5. Mean iou with channel thresholding (FILT+HE).

and using four filters is shown in Fig. 10. In this case also
median filter performs well.

From Fig. 11, fault detection without any pre-processing
applied results in broken segmentation. Median filter gives
better results compared to other four filters.

TABLE 6. Mean iou with pre-processing using Segmentation with
histogram-based color thresholding.

After noise removal using filtering, next step is histogram
equalization which is used for image enhancement. His-
togram equalization is applied on all filtered images. Two
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thresholding techniques as mentioned previously are applied
on equalized images and IoU values are calculated.

On the filtered and histogram equalized images, channel-
based segmentation and color thresholding is applied and
mean IoU for all images is calculated as shown in Table 5.

Results of object detection using two segmentation tech-
niques are shown in Fig. 12 and mean IoU values are shown
in Table 6.
Quantitative and Qualitative analysis shows that combina-

tion of bilateral filter and HE using color based thresholding
gives better results for fault detection.

With filtering and histogram equalization as a pre-
processing step, combination of Bilateral filter and histogram
equalization gave better results.

To finalise effective pre-processing technique for detec-
tion of fault in solar panels, overall values for IoUs with
best method from each category are compared, as shown in
Fig. 13. Images filtered with Bilateral filter and equalized
with HE resulted in better accuracy for fault detection. Due
to a smaller number of images in Dust and diode hotspot,
average IoU values are less.

With filtering and histogram equalization as a pre-
processing step, combination of Bilateral filter and histogram
equalization gave better results.

V. CONCLUSION
The amount of power produced by a PV system is limited
by a variety of factors such as hotspots, partial shade, diode
failure, PV cell failure, and others. The maximum power
generation capability of a PV panel is reduced with the
increase in severity of the faults in the panel. Early detection
of faults in the solar panels is essential to retain the maximum
power generation capacity of PV field. Detecting defects with
high-definition thermal imaging cameras is an efficient and
cost-effective way to ensure a photovoltaic system’s long-
term profitability.

This paper investigates the need for and effectiveness
of pre-processing techniques for fault detection in thermal
images. The methodology detects five types of faults: single
cell, multicell, diode, dust/shadow, and PID hotspot. Indi-
vidual performance of four filters, along with histogram
equalization, is compared for fault detection. Color thresh-
olding technique based on histograms and thresholding based
on separate colour channels are used for segmentation. With
the application of four filters on thermal images, the median
filter performs well, with higher IoU values than the results
without any pre-processing. But in this case, for single cell
hot spot, IoU values are more without application of any
pre-processing technique. With the combination of filter-
ing and histogram equalization as a pre-processing step,
use of bilateral filter in conjunction with the histogram
equalisation technique resulted in better accuracy of fault
detection in solar panel thermal images. This technique
resulted in IoU values of 0.35, 0.14, 0.31, 0.54 and 0.32 for
diode, dust, multicell, single cell and PID hotspots respec-
tively. To improve fault detection and demarcation accuracy,

efficient segmentation techniques can be used on pre-
processed images.

Once the faults are located, they need to be classified into
different classes using machine learning or deep learning
techniques. In future, techniques may be developed to find
the reason behind occurrence of these faults. This research
could promote the development of different thermal image
applications from different domains.
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