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Abstract 

Purpose: Effective seizure detection systems are crucial for health information systems and managing epilepsy, yet 
traditional multichannel EEG devices can be costly and complex. This study aims to optimize EEG channel selection 
and focus on specific frequency bands associated with epileptic activity, enhancing the system’s usability and accu-
racy for clinical applications.

Methods: This work proposes a novel method by integrating channel selection with band-wise analysis for seizure 
detection. The channel selection uses an ensemble of mutual information (MI) and Random Forest (RF) techniques 
to select the most relevant channels. The signals from the selected channels are decomposed into different fre-
quency bands using discrete wavelet transform (DWT). To evaluate the effectiveness of this approach, ten features are 
extracted from each frequency band and then classified using a support vector machine (SVM) classifier.

Results: This work has obtained a mean accuracy of 97.70%, a mean sensitivity of 86.70%, and a mean specificity of 
99.66% for seizure patients from a well-established CHB-MIT dataset and an almost 80% reduction in processing time.

Conclusion: These benefits make seizure detection devices more wearable, less intrusive, and easier to integrate with 
other health monitoring systems, allowing for discreet and comfortable monitoring that supports an active lifestyle 
for patients.

Keywords: Epilepsy, Multichannel EEG signal, Ensemble-based channel selection, Band-wise analysis.

Introduction
Millions of individuals worldwide suffer from epilepsy, 
a neurological condition marked by spontaneous and 
recurring seizures [20, 30]. Electroencephalography 
(EEG), which records brain electrical activity using elec-
trodes placed on the scalp [4], is a useful diagnostic and 
monitoring tool [1] widely used for epilepsy. Several 
channels are typically placed on the scalp during EEG 
recordings to record brain activity from different spatial 
regions. These multichannel EEG systems provide rich 

and accurate data, in contrast, these also bring difficul-
ties related to computing complexity, data storage, and 
poor signal-to-noise ratio. Processing and analyzing such 
multichannel EEG data becomes computationally inten-
sive in the case of real-time applications [5] or resource-
constrained environments [7] such as wearable devices. 
Noisy channels negatively impact the performance of a 
system [5] and increase response time due to the com-
plexity introduced by multiple channels.

Intending to reduce the dimensionality of EEG data 
without sacrificing its diagnostic value, channel reduc-
tion approaches have become essential in this context. 
Manual channel selection in seizure detection offers chal-
lenges [27] including subjectivity, expertise dependency, 
time consumption, inability to adapt, limited scalability, 
and the risk of overlooking relevant channels. Individ-
ual judgment and expertise can cause inconsistency and 
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inefficiency, especially in large-scale or real-time moni-
toring circumstances. On the other hand, an automated 
channel selection in seizure detection provides objective, 
efficient, and scalable techniques for detecting relevant 
brain activity. These algorithms reduce subjectivity and 
variability, streamlining the detection process and allow-
ing for rapid analysis of big datasets. Automated chan-
nel selection uses machine learning and deep learning 
approaches [14, 29] to continuously enhance accuracy 
and flexibility over time.

Different frequency bands such as γ ,β ,α, θ , and δ are 
associated with various neurological activities [15, 22, 
25], and changes in these bands can provide important 
information about the occurrence and characteristics of 
seizures. Certain frequency ranges are more localized 
to specific areas of the brain. This proposed work aims 
to include a selection of the channels most significant to 
seizure occurrence detection and then perform a band-
wise analysis to provide a more focused and effective 
evaluation.

The next part of this paper is structured as follows:  
Sect. 2 covers existing works,  sect. 3  includes materials 
and methods containing all steps involved in the pro-
posed work such as channel selection methods, filter and 
segmentation, signal decomposition, feature extraction, 
normalization, classification, and performance metrics 
used. The experimental findings along with the discus-
sion are reported in  sect.  4  whereas the conclusion is 
explained in the sect. 5.

Existing works
Various methods are investigated for dimension reduc-
tion such as principal component analysis (PCA) [8, 32] 
which transforms the original multichannel EEG signals 
into a new set of reduced channels. However, such meth-
ods will completely lose the origin of signal generation 
and can’t be effectively used in further analysis in appli-
cations such as seizure detection. Hence, channel selec-
tion methods provide greater interpretability because the 
channels chosen directly represent the features contrib-
uting to the study.

In the last several years, researchers have investi-
gated several types of channel selection strategies [3] to 
improve the effectiveness of seizure detection systems. 
These methods range from traditional approaches based 
on domain expertise or manual selection [9] to intri-
cate data-driven approaches employing machine learn-
ing and signal processing algorithms using scalp EEG [7, 
20, 28] or intracranial EEG (iEEG) [12, 27]. In the work 
[27] based on automatic channel selection, 3 iEEG chan-
nels were selected using an ensemble algorithm such 
as gradient boosting, AdaBoost, and random forest. 
The sensitivity and specificity obtained were 85.7% and 

98.01% respectively. The channels were selected based 
on the highest variance during seizure [12], where the 
wavelet analysis was used to extract features and SVM 
was used as a classifier. This study achieved a sensitivity 
of 96% using three iEEG channels for seizure detection 
tasks. Further authors have used t-distributed stochastic 
neighbor embedding (t-SNE) for dimension reduction. 
Another study [9] has manually selected channels and 
demonstrated a decrease in computational load for sei-
zure prediction.

Several studies have employed different channel selec-
tion methods using scalp EEG CHB-MIT dataset and 
the related work is briefed as follows: The variance-
based method employed for channel selection [13] has 
extracted 11 features from selected 3 channels and after 
averaging, these are fed to the seven classifiers. Using 
the KNN algorithm, this study achieved an accuracy of 
89.02%, a sensitivity of 100%, and a specificity of 77.5% 
for one patient. Another study [7] has attained the 
power spectral density of all EEG channels and then the 
best channels were selected using a random forest algo-
rithm. Next, the authors utilized t-distributed Stochastic 
Neighbor Embedding (t-SNE) to further reduce the fea-
ture dimensionality. KNN was employed as a classifier 
to classify seizure and non-seizure events. The authors 
have achieved a sensitivity of 80.87% and a precision of 
47.45%. The work proposed [8] examined the perfor-
mance of the artificial neural network (ANN) on EEG 
signals by applying PCA for the selection of channels. 
Out of the 23 channels considered, after using PCA, the 
highest accuracy of 86.7% is achieved with 18 channels. 
A non-dominated sorting genetic algorithm (NSGA) was 
proposed [20] for channel selection in which two energy 
values and two fractal dimension values from both the 
EMD and DWT sub-bands were estimated as features. 
These features were fed to KNN, NB, SVM, and RF classi-
fiers. This work has achieved a percentage accuracy in the 
range of 77.6 to 100. The proposed work [23] has selected 
the channel using neighborhood component analysis 
(NCA), extracted the best features from statistical fea-
tures, and further classified features using ReliefF-based 
optimization (RBO) in combination with a k-nearest 
neighbor classifier and has obtained a sensitivity of 100%. 
All these reported works are different in terms of the 
dataset used, type of EEG, and seizure task as detection 
or prediction.

To summarize, despite the significant advancements 
in EEG-based seizure detection using limited chan-
nels over the years, earlier approaches still face several 
challenges that limit their effectiveness as illustrated 
in Table  1. Many of these methods relied on a full set 
of channels [3] without proper selection, leading to 
unnecessary computational overhead and potential 
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redundancy. Additionally few traditional systems [9] typ-
ically depended on manual channel selection, which was 
both time-consuming and prone to human error. While 
some studies [8, 32] employed PCA for dimensionality 
reduction, this approach had its limitations. PCA, being 
an unsupervised method, fails to account for the rela-
tionship between channel data and the target variable, 
potentially discarding important seizure-related informa-
tion. Even PCA transforms the original sets of channels 
into a new set of uncorrelated components, which may 
not always correspond to physiologically meaningful pat-
terns, making the results harder to interpret. Even the 
variance-based methods [13] can’t handle the non-linear 
relationship between channels.

Furthermore, most of the works [2, 7, 8] have employed 
a single method for channel selection. Using a single 
method for channel selection can lead to limitations in 
capturing diverse aspects of data, potentially introduc-
ing bias and reducing the robustness of the seizure detec-
tion system. This approach may not fully exploit the 
strengths of different algorithms, limiting the system’s 
ability to generalize across different datasets and patient 
populations.

To address these challenges and seizure pattern dif-
ferences in patients, our proposed work emphasizes the 
importance of channel selection in the context of seizure 
detection and has incorporated the following approaches:

• This proposed work has employed an ensemble of 
mutual information (MI) ranking and random for-
est (RF) based channel ranking for channel selec-

tion. This ensemble approach makes a decision based 
on the channel ranking results obtained from two 
models, due to this it provides a more accurate set 
of channels to be selected. Both methods can com-
plement each other, as one method may miss certain 
features that the other captures, enabling accurate 
detection of pattern variability across patients and 
can provide results with greater generalization.

• Seizure pattern variability is observed within a patient 
and even among patients. To capture such variations 
highly adaptive methods are required. MI can detect 
complex, non-linear dependencies between EEG 
channels and doesn’t assume any specific relationship 
form, making it highly adaptive to patient-specific 
seizure characteristics. MI is sensitive to capturing 
subtle differences, which allows it to adapt to the 
variability of seizure patterns observed in different 
patients. Since RF uses multiple decision trees which 
makes it robust in identifying and learning from 
these variable seizure patterns. Hence, the ensemble 
of MI and RF methods complement each other, effec-
tively capturing and addressing patient differences.

• Additionally this work proposes the approach for a 
targeted assessment of EEG data to identify relevant 
patterns associated with epileptic occurrences in dif-
ferent frequency bands.

• Furthermore, the employment of the statistical and 
entropy-based feature extraction of selected channels 
aids in capturing the diverse seizure patterns.

Table 1 Summarization of existing works

The proposed work is highlighted in bold

NC number of channels, NP number of patients

Works Channel reduction method EEG type/NC Dataset/NP Limitations

[9] Manual sEEG/6 CHB-MIT/6 Time-consuming and prone to human error. 
A poor generalization.

[12] Variance ECoG/3 FHS/10 May fail to handle non-linear relationships between channels, and no 
relatonship between channels and the target variable.

[32] PCA sEEG/3-20 CHB-MIT/6 Poor accuracy, unsupervised method, may fail to account for the 
relationship between channel data and the target variable.

[7] RF sEEG/3 CHB-MIT/23 Poor sensitivity, and poor generalization.

[27] Ensemble classifiers iEEG/3 Kaggle/8 A single method may lack generalization.

[23] NCA sEEG/8 CHB-MIT/6 A single method may face challenges in generalization.

[20] NSGA sEEG/2 CHB-MIT/24 Lack of generalization.

[13] Variance sEEG/3 CHB-MIT/8 May fail to handle non-linear relationships, and no relationship 
between channels and the target variable.

[2] NN with attention mechanism sEEG/3 CHB-MIT/24 Poor accuracy and sensitivity.

Proposed work Ensemble of MI and RF sEEG/5 CHB-MIT/24 Good generalization.
Considers relationship between channels and target variable 

providing robust performance.
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Relying on a single method may not fully capture the 
complexity of the data or meet clinical demands. A 
dual-opinion approach, integrating decisions from 
methods like MI and RF, ensures that the final set of 
channels is both statistically robust and clinically rel-
evant. Such a method not only improves diagnos-
tic accuracy but also facilitates faster computation, 
greater interpretability, and better generalization, 
making it an essential step toward practical and reli-
able medical applications. This proposed method 
improves decision-making in clinical practice and 
research, making it an important tool for channel 
selection in wearable devices.

Materials and methods
This proposed work aims to construct an accurate 
seizure detection system with less computational 
load, better response time, and good sensitivity. The 
major contribution of this work is to provide an effec-
tive channel selection method along with a band-wise 
analysis of EEG signals for seizure detection. Figure 1 
shows the framework of this proposed approach and 
the steps undertaken are summarized as follows:

1. Channel selection: The channel selection module 
comprises an ensemble of channel ranking based 
on mutual information and random forest to select 
‘k’ channels from 22 EEG channel recordings of 24 
patients using the CHB-MIT dataset.

2. Filtering and segmentation: The data from the 
selected channels is applied to the Butterworth low 
pass filter and notch filter to remove the noise sig-
nals. This filtered signal is then segmented in a fixed 
length segment of 4 s.

3. Signal decomposition: To obtain the frequency bands 
of interest, the signal is decomposed using DWT 
obtaining five wavelet coefficients corresponding 
to the five frequency bands such as δ , θ , β , α , and γ 
bands.

4. Feature extraction: The statistical and entropy-based 
features are estimated from each wavelet coefficient.

5. Data normalization: Z-score normalization is 
employed to standardize the features by making the 
mean zero and scaling them to unit variance.

6. Classification: A set of statistical and entropy-based 
features of every wavelet coefficient is applied to 
a widely used classifier, support vector machine 
(SVM).

7. Cross-validation: To assess the performance of SVM 
classifier model, a 5 fold cross-validation technique is 
employed.

8. Performance metrics: The performance of the clas-
sifier model is evaluated using accuracy, sensitivity, 
and specificity.

Automatic channel selection
When employing channel selection for multichan-
nel scalp EEG data for seizure detection, less important 
channels are excluded, retaining just the most informa-
tive subset of EEG channels. Finding a subset of channels 
that offer pertinent data for identifying and characteriz-
ing seizures while reducing noise and irrelevant signals 
is the key to effective EEG channel selection for seizure 
detection. The primary goal of channel reduction method 
is to minimize computational complexity and cost while 
addressing seizure variability, ensuring generalization, 
and retaining essential features. This model determines 
a measure of each channel’s importance and how much 
each channel contributes to the accuracy of the model. 
This proposed work has used an ensemble of channel 
rankings obtained by mutual information (MI) based and 
random forest (RF) based methods for channel selection. 
It employs a novel approach to select the final set of chan-
nels by integrating two subsets derived from MI and RF-
based methods. This strategy aids in identifying the most 
informative EEG channels while simultaneously mini-
mizing computational complexity, making a more robust 
and generic method. The channels are ranked according 
to the importance score. A higher importance score is 
assigned to the channel, leading to more accurate predic-
tions. After ranking the channels according to their met-
rics using both methods, ‘k’ channels are selected using 
the ensemble method for further analysis. This proposed 
work has considered 22 EEG channels such as ‘FP1-F7’, 
‘F7-T7’, ‘T7-P7’, ’P7-O1’, ‘FP1-F3’, ‘F3-C3’, ‘C3-P3’, ‘P3-O1’, 
‘FP2-F4’, ‘F4-C4’, ’C4-P4’, ‘P4-O2’, ‘FP2-F8’, ‘F8-T8’, ‘T8-P8-
0’, ‘P8-O2’, ‘FZ-CZ’, ’CZ-PZ’, ‘P7-T7’, ‘T7-FT9’, ‘FT9-FT10’, 
and ‘FT10-T8’ from the CHB-MIT dataset.

Mutual information‑based channel selection
The data-driven technique based on MI for channel selec-
tion allows the computer to infer information from the 
EEG data itself, rather than making explicit assumptions 
about the importance of individual channels. Mutual 
information (MI) helps to identify the most informa-
tive and non-redundant EEG channels by measuring 
how strongly each channel relates to seizure patterns, 
ensuring that only the most relevant ones are selected. 
MI measures the dependency or shared information 
between two variables, such as an EEG channel and the 
target variable (e.g., seizure vs. non-seizure). This allows 
them to identify channels that are most relevant to the 



Page 5 of 20Dokare and Gupta  Health Information Science and Systems           (2025) 13:30 

specific characteristics of the data, effectively addressing 
differences in signal patterns across patients. It is an ideal 
tool for EEG channel selection due to its ability to handle 
noisy, complex, and high-dimensional data. This method 
is excellent for explicitly identifying the dependency 

between channels and target labels, capturing linear and 
non-linear relationships unlike correlation, which only 
captures linear relationships. This is particularly impor-
tant because seizure patterns can vary widely among 
patients and may not follow simple linear trends. Seizure 

Fig. 1 Proposed framework for seizure detection: this figure outlines the stages of the proposed system, including ensemble method of channels 
selection, data pre-processing, signal decomposition, feature extraction, data normalization, and the classification stage
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patterns in different patients often exhibit non-linear 
dynamics, which MI effectively identifies. This ensures 
that even subtle or complex dependencies between EEG 
channels and seizure events are not overlooked. MI 
measures how much knowing the value of one variable 
reduces uncertainty about the other by quantifying the 
statistical dependency between two random variables, in 
this case, the EEG channels and the target variable. MI of 
two random variables X and Y is a measure of the mutual 
dependence between the two variables. It measures the 
statistical dependence between each channel and the 
labels as target variables as given by Eq. 1 [11].

where p
(

x, y
)

 is the joint probability mass function of X 
and Y, p(x) and p

(

y
)

 are the marginal probability mass 
functions of X and Y respectively.

After computing the MI between each channel and the 
target variable, the channels are ranked according to the 
estimated MI values. The target variable is labeled as ‘1’ 
for seizure and ‘0’ for non-seizure state. A high MI value 
indicates a stronger association between the channel and 
the target variable. The MI values obtained for the chan-
nels of a patient vary, determining the channel rankings 
for that patient. Furthermore, the channel rankings differ 
across patients, indicating that MI effectively identifies 
patient-specific variations.

Tree‑based channel selection
The RF, a tree-based method is used to identify the most 
informative EEG channel for a certain task such as sei-
zure detection. This implementation has utilized the 
sci-kit-learn library to implement RF for EEG channel 
ranking. RF is an ensemble learning method that uses 
multiple decision trees [6] during training to build a 
model and combines their predictions to increase accu-
racy and robustness [18]. Each decision tree is built 
from a subset of the training data considering channels 
as input features in this case. Furthermore, randomiza-
tion is used throughout tree development, such as ran-
dom channel selection at node splits. This randomization 
helps to decorrelate the separate trees, reducing overfit-
ting [18]. The channel importance is determined based 
on how much each EEG channel contributes to decreas-
ing impurity in the trees. This channel selection method 
has employed the Gini impurity to assess the channel 
importance score. Essentially, it measures the decrease in 
impurity caused by each channel when it’s used in a node 
split across all the trees in the forest. Features that lead to 
large impurity decreases are considered more important.

(1)I(X;Y ) =
∑

xǫX

∑

yǫY

p(x, y) log

(

p(x, y)

p(x)p(y)

)

The tree-based structures, like those used in RF, inher-
ently help in identifying patient-specific differences due 
to their hierarchical decision-making process. Each 
decision tree in the RF model splits data using the most 
informative channels, adapting to the unique patterns 
and distributions in each patient’s EEG signals and sei-
zure patterns. Since seizure patterns and EEG character-
istics differ from one patient to another, the tree-based 
structure naturally identifies these differences by adapt-
ing the splits and importance scores to patient-specific 
variations. This flexibility enables tree-based methods 
to capture complex, non-linear relationships within the 
data, making them highly effective for detecting seizures 
in different patients. By adapting to these differences, RF 
effectively tailors the channel rankings and selection to 
each patient’s data, helping to capture patient-specific 
variations in seizure detection.

EEG data is properly formatted with channels as fea-
tures and seizure presence or absence as the target 
variable. This implementation has used the Random-
ForestClassifier class from sci-kit-learn to train the RF 
model on a 22-channel EEG signal. After the model is 
trained, the feature importance attribute is accessed to 
retrieve the importance scores for each EEG channel. 
Then the channels are ranked based on it’s importance 
score. Channels with higher importance scores are con-
sidered more informative for seizure detection.

Ensemble of channel ranking
This research work has proposed a novel method for 
selecting the channels based on ensemble of MI and RF 
based methods. Both, MI and RF-based methods cap-
ture complex and non-linear relationships between the 
EEG channels. MI-based methods adapt by evaluating 
the relationship between EEG channel signals and seizure 
patterns (labels) within each dataset. This allows them to 
identify channels that are most relevant to the specific 
characteristics of the data, effectively addressing differ-
ences in signal patterns across patients. RF-based meth-
ods implicitly handle redundancy by focusing on the 
most impactful channel during splits. MI-based methods 
are excellent for explicitly identifying the dependency 
between channels and target labels, capturing linear and 
non-linear relationships. In contrast, RF-based methods 
are more practical, offering adaptability across datasets, 
easier interpretability, and the ability to implicitly man-
age redundant channels during model training.

Hence, in this proposed work of channel selection, we 
have combined both methods called ensembling which 
leverages the strengths of both methods for more accu-
rate and efficient channel selection. The top common 
channels are selected by using intersection operation. 
The intersection operation identifies common elements 
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across datasets, ensuring consistency, reducing noise, and 
streamlining analysis. It enhances feature selection, deci-
sion-making, and resource efficiency, making it essen-
tial for reliable and focused data processing. The main 
objective of ensembling MI and RF methods are to utilize 
their complementary strengths for better generalization 
and robustness, especially in diverse and noisy datasets. 
Additionally, it increases confidence in the selected chan-
nels, as channels identified by both methods are likely to 
be highly relevant. This comprehensive approach reduces 
bias and enhances the generalization capability of the 

seizure detection model, making it more effective across 
various datasets and patient populations. Overall, com-
bining multiple methods leads to a more reliable, accu-
rate, and efficient channel selection method for a seizure 
detection system used for a diverse population.

As shown in algorithm 1, after ranking channels using 
both channel selection methods, the top ‘k’ channels 
are selected by an intersection operation. The value of 
‘k’ ranges from 1 to 21, since this study has used 22 EEG 
channels. The value of ‘k’ can be selected according to the 
need of the study. 

Algorithm 1 Ensemble of two channel ranking: top k channel selection

Filtering and segmentation
Filtering is essential to focus on the specific frequency 
range of interest required for epilepsy analysis. The EEG 
signal is filtered with a 4th order low-pass Butterworth 
filter with a lower cutoff frequency of 64 Hz and further, 
it is notch filtered with a 60 Hz frequency to eliminate 
a 60 Hz line interference. A low-pass filter will remove 
high-frequency noise components present in the signal. 
The filtered signal is segmented in a fixed length of 4  s, 
which is not too small like 1 s [19], or high such as 6 or 
30 s [31].

Signal decomposition using DWT
The seizure activity can be prominently seen in a spe-
cific frequency band for a particular patient. It can be 

observed in lower-frequency bands or higher-frequency 
bands. This prominence of seizure activity in a spe-
cific frequency band [22] would help to understand the 
underlying seizure activity very well and contribute to the 
diagnosis and management of epilepsy. This study lever-
ages DWT to decompose EEG signals into different fre-
quency bands providing multi-resolution analysis. DWT 
decomposes the signal by passing the signal through a 
series of high-pass and low-pass filters, obtaining the 
approximation and detail coefficients at different levels. 
In this work, Daubechies wavelet family, db4 is used and 
the signal is decomposed to level 4. The obtained wave-
let coefficients cA4, cD4, cD3, cD2, and cD1 are used for 
further processing. The approximation coefficients cA4 
correspond to the δ band (0–4 Hz), and detail coefficients 
cD4, cD3, cD2 and cD1 represent θ band (4–8 Hz), α 
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band (8–16 Hz), β band (16–32 Hz) and γ band (32–64 
Hz) respectively.

Feature extraction
Different sets of features help to address patients’ sei-
zure pattern  variability by capturing diverse aspects of 
EEG signal characteristics unique to each patient. EEG 
signals can exhibit significant differences in frequency, 
amplitude, and patterns of brain activity. In this pro-
posed work, enhanced interpretability of EEG signals is 
achieved through feature fusion, where raw signals are 
transformed into more insightful representations [17] 
by estimating statistical and entropy-based features as 
defined in Table  2. These features are extracted from 
every coefficient cA4, cD4, cD3, cD2 and cD1. The sta-
tistical features such as the minimum, maximum, mean, 
standard deviation, variance, skewness, and kurtosis 
of the coefficients are determined according to equa-
tions 2 through 8. Along with these seven features, three 
entropy-based features such as sample entropy, permu-
tation entropy, and Shannon entropy of the coefficients 
are estimated using equations  9 through 11. Hence, a 
total of ten features are extracted from each coefficient. 
By combining and analyzing these distinct features, the 
variability in seizure patterns and signal characteristics 
across patients can be better represented. This ensures 
the model adapts to a diverse patient-specific traits, 

improving its robustness and generalizability. Further, 
these ten extracted features are fed to the SVM classifier.

Classification
SVM is a powerful supervised learning algorithm that 
finds the optimal hyperplane maximizing the margin 
between classes, using support vectors to define this 
boundary [10]. After labeling the seizure segment fea-
tures as ‘1’ and non-seizure segment features as ‘0’, a 
feature vector of ten features is applied to a support vec-
tor machine (SVM) classifier. The data is split into the 
training set constituting 70% of the total dataset while 
the remaining 30% of the dataset is allocated for the test-
ing set. This proposed work has employed a grid search 
method with 5-fold cross-validation to set the param-
eters of SVM. Grid search is a systematic method for 
tuning SVM parameters to find the optimal combination 
that yields the best results for a given dataset. Key param-
eters for SVM tuning include regularization parameter 
‘C’ which balances model complexity and training accu-
racy and ‘gamma’ which controls the influence of indi-
vidual data points for the non-linear kernel. Since EEG 
signals are highly complex and non-linear, we opted for a 
non-linear SVM with an RBF kernel. We have set ‘C’ val-
ues as 1, 10, and 100 along with ‘gamma’ values as 0.001 
and 0.0001 to fine-tune the SVM model. These values 
are selected to balance model flexibility and generaliza-
tion. ’C’ values controls the trade-off between margin size 
and misclassification tolerance, with smaller ‘C’ allowing 

Table 2 Description of features used in this proposed work

Sr.no. Features Description Equation no.

1 Minimum Min = Xmin = min{x1, x2, . . . , xn} (2)

2 Maximum Max = Xmax = max{x1, x2, . . . , xn} (3)

3 Mean Mean = x̄ = 1
n

∑n
i=1 xi (4)

4 Variance Variance =
∑

(xi−x̄)2

n
(5)

5 Standard deviation
S =

√

∑

(xi−x̄)2

n

(6)

6 Skewness g1 =
m3

m
3
2
2  where m3 =

1
n

∑n
i=1

(

(xi − x̄)3
)

 and m2 =
1
n

∑n
i=1

(

(xi − x̄)2
)

(7)

7 Kurtosis Kurtosis = 1
n

∑n
i=1(xi−x̄)4

S4
(8)

8 Sample entropy For a time-series data set of length N = {x1, x2, x3, . . . , xN} a template vector of length m, such that 
Xm(i) = {xi , xi+1, . . . , xi+m−1}  and the distance function d[Xm(i), Xj](i �= j)  is to be the Chebyshev 
distance then, Es = − ln a

b
 a and b are number of template vector pairs having d[Xm+1(i), Xm+1(j)] < r 

and d[Xm(i), Xm(j)] < r respectively, where m is embedding dimension, r is tolerance and N are num-
ber of data points.

(9)

9 Permutation entropy For each time series, let p be a probability distribution associated with it where πi are the frequencies 
associated with the i possible permutation patterns, therefore i = 1, 2, . . . ,D! where D is the embed-
ding dimension Ep = −

∑D!
i=1 �i log2 �i

(10)

10 Shannon entropy Esh(X) = −
∑N

i=1 p(xi) log2 p(xi) where p(xi) is the probability occurrence of feature values from x1 to xN (11)
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a wider margin and larger ‘C’ enforcing stricter bounda-
ries. ‘Gamma’ defines the influence range of individual 
data points, with smaller ‘gamma’ leading to smoother 
decision boundaries and larger ‘gamma’ capturing local-
ized patterns. This range ensures a thorough exploration 
of the model’s performance across different regulariza-
tion and kernel parameters.

The ‘C’ and ‘gamma’ parameters are systematically eval-
uated for all combinations using the grid search method 
by splitting the dataset into five subsets, where four sub-
sets are used for training and one for validation in each 
iteration. By ensuring every data point is used for testing 
exactly once, this method reduces the risk of overfitting 

and provides a reliable estimate of model performance. 
The parameter combination that achieves the highest 
accuracy across all folds has been selected as the optimal 
configuration in each case, resulting in a robust and well-
tuned SVM model.

Figure  2 provides a systematic analysis of model per-
formance for varying combinations of the regularization 
parameter ‘C’ as 1, 10, and 100 while the kernel param-
eter ‘gamma’ as 0.001, and 0.0001. The line plots shown 
in Fig. 2a illustrate accuracy trends across multiple folds, 
showing that higher values of ‘C’ result in improved 
accuracy and reduced variance, indicating better gener-
alization. Similarly, the choice of ‘gamma’ significantly 
impacts performance, with gamma  =  0.001 demon-
strating superior results compared to gamma  =  0.0001 
across all ‘C’ values. The heatmap as shown in Fig.  2b 
consolidates these findings, identifying C  =  100 and 
gamma = 0.001 as the optimal parameters, achieving the 
highest accuracy of 0.9861. This systematic process of 
parameter tuning ensures that the model’s performance 
is optimized by selecting the most effective combination 
of ‘C’ and ‘gamma’. The optimal values of ‘C’ and ‘gamma’ 
vary from patient to patient due to individual differences 
in EEG signal patterns.

Performance metrics
The effectiveness of the classifier is evaluated using three 
performance metrics: accuracy, sensitivity, and specific-
ity, as presented in Table 3. The confusion matrix is used 
to calculate accuracy, sensitivity, and specificity, which 
summarizes the predicted versus true values. The over-
view of components of the confusion matrix is as follows:

• True positive (TP): These are the seizure segments that 
are correctly identified as seizures by the model.

• True negative (TN): These are the non-seizure seg-
ments that are correctly identified as non-seizures by 
the model.

• False positive (FP): These are the non-seizure segments 
that are incorrectly identified as seizures by the 
model.

Fig. 2 SVM parameter tuning and and identification of optimal 
parameters for maximum performance. a Accuracy across folds for 
different values of C and gamma, illustrating the model’s perfor-
mance consistency during cross-validation, b heatmap showing the 
mean accuracy across combinations of ‘C’ and ‘gamma’, highlighting 
the optimal parameters (C = 100, gamma = 0.001) with the highest 
accuracy of 0.9861

Table 3 Performance metrics used in this proposed work

Sr. no. Performance metrics Equation no.

1 Accuracy = TP+TN
TP+TN+FP+FN

(12)

2 Sensitivity/Recall/TPR = TP
TP+FN where 

TPR is a true positive rate

(13)

3 Specificity/selectivity/TNR = TN
TN+FP 

where TNR is a true negative rate

(14)
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• False negative (FN): These are the seizure segments 
that are incorrectly identified as non-seizures by the 
model.

In seizure detection, accuracy, sensitivity, and specific-
ity are critical performance metrics because they help to 
evaluate how well a model identifies seizures while mini-
mizing false positives and negatives. 

1. Accuracy: It measures the overall correctness of the 
model by considering both true positives (correct 
seizure segment detections) and true negatives (cor-
rect non-seizure segment detections) as illustrated 
in equation 12. In seizure detection, a high accuracy 
indicates that the model is generally making the cor-
rect prediction across both seizure and non-seizure 
periods. However, accuracy alone may not be suffi-
cient, especially when the data is imbalanced.

2. Sensitivity: It is defined as the proportion of actual 
seizure segments that are correctly identified as 
seizures by the model as shown in equation  13. It 
indicates the ability of the model to correctly detect 
seizures. High sensitivity means that the model is 
good at detecting seizures, with fewer seizures being 
missed (false negatives).

3. Specificity: It is defined as the proportion of actual 
non-seizure segments that are correctly identified as 
non-seizures by the model as detailed in equation 14. 
It measures the ability of the model to correctly clas-
sify non-seizure periods and avoid false alarms (i.e., 
incorrectly detecting seizures during non-seizure 
periods). High specificity means that the model cor-
rectly identifies most non-seizure segments and does 
not raise false alarms during non-seizure periods.

The importance of selecting these three parameters 
is that sensitivity ensures that the model does not miss 
actual seizures, addressing safety and intervention needs. 
Whereas, specificity ensures that the system is not 
over-sensitive, reducing false alarms and enhancing its 
usability. Accuracy gives a broader view of the model’s 
performance but needs to be complemented by sensitiv-
ity and specificity to understand the trade-offs between 
detecting seizures and avoiding false alarms.

Results and discussion
This section presents the results of experiments per-
formed on the CHB-MIT dataset of 24 epileptic patients. 
Each patient dataset is regarded as a distinct experiment, 
since each patient’s seizure pattern is distinct.

Dataset used
The multichannel scalp EEG database (CHB-MIT) [24] 
used in this work is accessible online at physionet.org [16, 
21]. This database was collected at the Children’s Hos-
pital Boston (CHB) and the Massachusetts Institute of 
Technology (MIT) created and contributed this database 
to Physionet. The EEG signal was recorded by the inter-
national 10–20 electrode system and the signals were 
captured at 256 samples per second with a resolution of 
16 bits.

The dataset contains recordings of 5 males and 17 
females, ages ranging from 1.5 to 22 years. It consists of 
24 cases in total as shown in Table  4. Case chb21 was 
recorded 1.5 years after case chb01, from the same female 
patient. Case chb24 was added later in this dataset. The 
age and gender information of case chb24 is not available 
in the dataset. A folder per patient contains a continuous 
recording of 9 to 42 EDF files. The dataset contains 198 
seizures in total within 141 distinct files.

Table 4 Dataset used in this proposed work

Sr. no. Patient ID Gender Age (years) Number 
of sei-
zures

Seizure 
duration 
(s)

1 Patient 1 F 11 7 442

2 Patient 2 M 11 3 172

3 Patient 3 F 14 7 402

4 Patient 4 M 22 4 378

5 Patient 5 F 7 5 558

6 Patient 6 F 1.5 10 153

7 Patient 7 F 14.5 3 325

8 Patient 8 M 3.5 5 787

9 Patient 9 F 10 4 276

10 Patient 10 M 3 7 447

11 Patient 11 F 12 3 806

12 Patient 12 F 2 40 1475

13 Patient 13 F 3 12 828

14 Patient 14 F 9 8 169

15 Patient 15 M 16 20 1992

16 Patient 16 F 7 10 69

17 Patient 17 F 12 3 293

18 Patient 18 F 18 6 317

19 Patient 19 F 19 3 236

20 Patient 20 F 6 8 294

21 Patient 21 F 13 4 199

22 Patient 22 F 9 3 204

23 Patient 23 F 6 7 424

24 Patient 24 – – 16 511
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Results of channel selection
We utilized the MI model to process data from 22 EEG 
channels for each patient, obtaining the corresponding 
MI values, which quantify the dependency between each 
channel and the target variable. Similarly, we employed 
the RF model on data from 22 EEG channels for each 
patient, yielding importance scores to identify the most 
relevant channels contributing to the target variable. The 
channel rankings obtained by both methods for patient 
1 are shown in Fig.  3. Mutual information obtained for 
channels indicates a steady decrease, so a change in data 
applied to this method may change the ranking by one 
or two channels. Figure  3a depicts a plot of MI value 
for each channel, with channel ‘P7-O1’ ranked first and 
‘FP1-F3’ last. The MI values obtained for the channels of 
a patient vary, determining the channel rankings for that 
patient. Furthermore, the channel rankings differ across 
patients, indicating that MI effectively identifies patient-
specific variations.

However, the channel importance score estimated 
using the RF method changes rapidly as shown in Fig. 3b. 
Channel ‘FZ-CZ’ has ranked first while channel ‘F7-T7’ 
has ranked last. There is relatively little difference in the 

channel ranking obtained with both approaches. Chan-
nel ‘P7-O1’ is ranked first using the MI-based method, 
but fourth using the random forest method. The chan-
nel ’C4-P4’ has ranked second using both methods. Since 
EEG signals and seizure patterns vary significantly from 
one patient to another, the importance scores for chan-
nels also vary for each patient.

This variation in importance score reflects the unique 
signal patterns and seizure characteristics of individual 
patients. By adapting to these differences, RF effec-
tively tailors the channel rankings and selection to each 
patient’s data, helping to capture patient-specific varia-
tions in seizure detection. The reason for employing two 
techniques is to validate one another and capture the var-
iability in the seizure patterns.

After ranking the channels using MI and RF meth-
ods, the proposed ensemble approach selects the top ‘k’ 
channels. The choice of number of channels (selected 
‘k’ channels) is tailored to the study’s goal, ensuring that 
the system can deliver reliable results while meeting the 
constraints and objectives of the research. Hence, as pro-
posed in our work, the number of channels (’k’) can be 
selected according to the clinical requirements or patient 

Fig. 3 Channel ranking obtained for patient 1. a Channel ranking based on mutual information, b channel ranking based on random forest method
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variation. The trade-off for the number of channels 
involves balancing processing time, computational com-
plexity, and the performance of seizure detection.

Performance across a different number of channels
We have carried out an investigation in which the impact 
of altering the number of channels on the model’s perfor-
mance is recorded. The model is trained by altering the 
number of top channels (top 1 channel, top 2 channels, 
top 3 channels up to all 22 channels) obtained after rank-
ing by our proposed method across five frequency bands. 
The performance of a model is estimated using accuracy, 
sensitivity, and specificity. The confusion matrix as dem-
onstrated in Fig.  4 highlight the model’s performance 
with 5 channels in the δ band for patient 1. It shows 627 
non-seizure segments are correctly identified as non-
seizures (True Negatives), while 170 seizure segments 
are accurately detected (True Positives). Only 2 non-sei-
zure segments are mistakenly classified as seizures (False 
Positives), and just 1 seizure segment is missed (False 
Negative). The model demonstrates its effectiveness in 
detecting seizure segments with accuracy of 99.63%, 
specificity of 99.68%, and sensitivity of 99.42%.

Figure  5 illustrates the performance metrics obtained 
across five bands for patient 1. It is observed that model’s 
performance is better when top 2, 3, 4, 5, 6 and 7 channels 

are utilized compared to more channels irrespective of 
frequency bands. The sensitivity obtained for these chan-
nels is higher compared to others. The performance of 
the model for patient 1 in the δ frequency band is supe-
rior compared to other bands across all 22 channels.

Processing time across a different number of channels
This proposed work has also assessed the processing 
time required for the feature extraction and detection 
stages to investigate the impact of the number of chan-
nels on the processing time required. Figure  6a shows 

Fig. 4 Confusion matrix obtained for patient 1. It illustrates the 
classification performance with 5 channels in the δ band, including 
the estimation of key parameters such as accuracy, sensitivity, and 
specificity. The matrix highlights the distribution of true positive, true 
negative, false positive, and false negative classifications

Fig. 5 Band-wise performance metrics obtained for a different num-
bers of channels for patient 1: a band-wise accuracy, b band-wise 
sensitivity, c band-wise specificity
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the processing time required for the feature extraction 
stage as a function of the number of channels selected in 
the δ band. It shows the linear relationship between the 
number of channels employed and the processing time 
required. Figure 6b illustrates the variation in execution 
time taken by the detection stage as a function of the 
number of channels selected by our methodology. The 
detection stage’s time grows exponentially with the num-
ber of channels employed as shown in Fig. 6b. Hence, as 
shown in Fig.  6b, the processing time required for the 
detection stage starts increasing exponentially after the 
employment of top 8 channels. An extremely low number 
of channels, such as two, or a high number, such as nine, 
may not be suitable for achieving optimal performance. 
These represent boundary conditions where either the 
information may be insufficient (in the case of too few 
channels) or diluted and computationally expensive (in 
the case of many channels) as illustrated in Fig. 6b. Con-
sidering this, the performance of a model for the top 3, 
top 5, and top 7 channels is evaluated. Based on the per-
formance across these three cases, the best-ranked chan-
nel is determined for the dataset under analysis.

Performance using the top 3, top 5, and top 7 selected 
channels
The performance of the model for patient 1 with 22 origi-
nal channels, the top 3, top 5, and top 7 selected channels 
is illustrated in Fig.  7. As shown in Fig.  7, the accuracy 
and specificity obtained are almost identical, while the 
sensitivity obtained with top 5 channels is maximum 
compared to top 7 and top 3 channels. The accuracy and 
sensitivity are improved by 1%, and 5% respectively in the 
δ band when the top 5 channels are employed compared 
to the original 22 channels. While a similar specificity is 
observed in both cases. Figure  7 illustrates that seizure 
activity is predominantly observed in δ and θ bands for 
patient 1. In nearly all frequency bands, the model’s per-
formance with the top 5 channels is superior to that with 
other channel selections. With fewer channels, there is 
less noise and irrelevant information, allowing us to focus 
on the most useful signals.

To provide a generalized view of the model’s effective-
ness, we have estimated the average performance across 
all patients of the CHB-MIT dataset which is shown in 
Fig.  8. The average performance metrics such as aver-
age accuracy, average sensitivity, and average specificity 
obtained using 22 original channels, using the top 3, top 
5, and top 7 channels across five bands are demonstrated 
in Fig. 8. The accuracy and specificity obtained in these 
three cases are almost similar. Whereas, the sensitivity 
obtained by using the top 5 channels outperforms other 
cases. As shown in Fig.  8, the results demonstrate the 
consistent and robust performance across patients in the 
CHB-MIT dataset, highlighting the model’s capability to 
generalize effectively and adapt to the diverse EEG pat-
terns observed in a varied patient population. Tables  5 
and 6 present the performance obtained for all patients 
by using the original 22 channels and the top 5 chan-
nels. The average performance across all patients using 
22 channels and 5 channels as depicted in Table 6 indi-
cates that the performance using 5 channels is improved 
over 22 channels. To demonstrate the effectiveness of our 
model, we have compared the average performance met-
rics obtained by 22 channels as depicted in Fig. 8a, and 
5 channels as shown in Fig.  8c. The accuracy increased 
by 1%, while specificity remained the same. The sensitiv-
ity with 5 channels shows an increase of approximately 
5% in the θ , α , β , and γ bands, while the δ band exhib-
its a notable improvement of around 8% in average sen-
sitivity compared to 22 channels as shown in Fig.  8a, c. 
Hence, an overall improvement of 5% to 8% in sensitivity 
is observed with the top 5 selected channels.

Band-wise analysis
Following the implementation of channel selection algo-
rithms, the next contribution of this study is to carry out 

Fig. 6 Processing time elapsed by using a different numbers of 
channels. a Time taken by feature extraction stage, b time taken by 
detection stage
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band-wise analysis. Each wavelet coefficient obtained 
corresponds to a specific frequency range. The coef-
ficients cA4, cD4, cD3, cD2, and cD1 represent the δ , θ , 
α , β , and γ frequency bands respectively. Each frequency 
band is individually examined for the seizure detection 
task in this study. Tables 5 and 6 present the band-wise 
performance metrics obtained using the original 22 
channels and 5 selected channels for each patient.

The system’s performance varied among patients, with 
a few cases such as patients 6, 11, 12, 14, 16, 17, and 21 
showing poor sensitivity as reported in Tables  5 and 
6. The model achieved good accuracy and specificity 
(greater than 90%) for these patients. However, sensitivity 
remained below 70% in these cases. This poor sensitivity 
could be attributed to short seizure durations in patients 
6, 14, and 16. The model may not perform at its best due 
to a few unusual seizure characteristics or higher noise 
levels in other cases such as patients 11, 12, 17, and 21. 
However, it is still capable of detecting seizures with good 
accuracy and excellent specificity in patients 6, 11, 12, 14, 
16, 17, and 21.

Performance across different frequency bands
The performance metrics obtained across five frequency 
bands are reported in Tables 5 and 6. These metrics are 
superior in δ and θ bands compared to others in the case 
of patient 1. The performance of numerous patients, 
including patients 2, 3, 7, 8, 9, 13, 19, and 20, is almost 
identical in all frequency bands. Certain frequency bands 
employing 5 channels show a notable improvement in 
performance in a subset of patients, including 5, 6, 11, 12, 
15, 22, 23, and 24. As shown in Fig. 5, the performance 
of the model is excellent in the δ band across all channels 
for patient 1. We found that various frequency bands had 
varying performance metrics for different patients. This 
variability can be attributed to individual variations in 
brain activity and how seizures affect different frequency 
ranges.

Comparison with other approaches related to channel 
selection
The main goal of employing channel selection in the sei-
zure detection system is to reduce the computational 
burden. The comparison with other works is presented 
in Table 7. First, we will consider the work of those who 

Fig. 7 Performance metrics such as accuracy, sensitivity, and specificity obtained for patient 1. The performance metrics are obtained with different 
numbers of channels across δ , θ , α , β , and γ bands: a original 22 channels, b top 7 channels, c top 5 channel, d top 3 channels
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have utilized the CHB-MIT dataset for implementation 
purposes. The study [7] has selected the channels after 
the feature extraction stage, which will not reduce the 
processing time required in this stage. With the use of 3 
channels, authors have achieved a sensitivity of 80.87% 
whereas, our method has achieved an average sensitiv-
ity of 86.70% using 5 channels and the channel has been 
selected before extracting the feature ultimately saving 
time in the feature extraction stage. According to [20] the 
maximum accuracy obtained using 2 channels is 97.5%, 
which is almost similar to the accuracy obtained by our 
approach. Accuracy alone may not suffice, as metrics 
like sensitivity and specificity are crucial for evaluating 
a model’s effectiveness, particularly in critical applica-
tions like medical diagnosis. The work [23] has reported 
a sensitivity of 100% using 8 channels for 6 epileptic 
patients (chb01, chb02, chb03, chb05, chb08, and chb11) 
whereas, our approach has obtained an average sensitiv-
ity of 85.98% across 24 patients and 98.45% if the same 
6 patients are considered using 5 channels. The average 
sensitivity and accuracy utilizing two channels reported 
by [2] are 78.9% and 71.91%, respectively, which are sig-
nificantly less than what our technique has achieved. The 
results using iEEG electrodes have to be superior to scalp 

EEG since the original captured signal using iEEG itself 
contains less noise. The author [12] has obtained 96% of 
sensitivity utilizing 3iEEG channels which is almost 10% 
more than ours. Even the study [27] has employed 3iEEG 
channels. Our proposed ensemble method enhances 
robustness, reduces biases, enhances the generaliza-
tion capability of a system, and increases confidence in 
selected channels. According to our research, using a 
small subset of relevant EEG channels greatly increases 
the sensitivity of seizure detection when compared to 
employing a larger subset of channels. This innovative 
method emphasizes the possibility of more accurate and 
efficient seizure detection systems.

Discussion
In this proposed work, we introduced a novel channel 
selection method using an ensemble of channel rank-
ings obtained from MI-based and RF-based methods. 
Accuracy, sensitivity, and specificity are standard met-
rics used to evaluate the performance of a model in 
seizure detection. Accuracy is an overall performance 
measure of the seizure detection model. Our pro-
posed method has obtained 97.70% accuracy across all 
patients and frequency bands suggest the our method 

Fig. 8 Average performance metrics across five bands and all patients using the different numbers of channels. a original 22 channels, b top 7 
channels, c top 5 channels, and d top 3 channels
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correctly identifies seizure and non-seizure events. 
However, relying solely on accuracy in imbalanced 
datasets can be misleading. High accuracy is desir-
able, but its importance depends on balancing sensi-
tivity and specificity. Sensitivity is crucial for seizure 

detection systems where missing a seizure (false nega-
tives) [26] could have serious consequences. Our 
method has achieved 86.70% of sensitivity, demonstrat-
ing good performance in identifying seizures. A model 
with high sensitivity ensures that most seizure events 

Table 5 Band-wise performance metrics obtained using the original 22 channels and the top 5 channels for patient 1 to 
patient 13 (all values are in percentage)

ACC1 , SEN1 , and SPC1 : Accuracy, sensitivity, and specificity respectively for patient 1

Metrics Original 22 channels Top 5 channels

δ θ α β γ δ θ α β γ

ACC1 98.61 97.27 96.05 96.05 96.05 99.62 99.00 97.38 97.38 97.38

SEN1 94.58 87.48 80.67 80.67 80.67 99.42 97.08 87.72 87.72 87.72

SPC1 99.64 99.79 100 100 100 99.68 99.52 100 100 100

ACC2 100 100 100 100 100 100 100 100 100 100

SEN2 100 100 100 100 100 100 100 100 100 100

SPC2 100 100 100 100 100 100 100 100 100 100

ACC3 99.41 97.83 99.01 99.01 99.05 99.71 98.84 99.28 99.57 99.42

SEN3 91.17 92.90 94.09 92.38 92.81 98.77 95.06 96.91 98.15 98.15

SPC3 99.83 99.28 99.87 99.79 99.70 100 100 100 100 99.81

ACC4 94.33 95.07 94.39 93.80 93.91 93.47 96.50 94.87 93.47 94.64

SEN4 83.13 85.61 83.66 80.41 80.51 82.91 87.93 81.90 78.05 83.05

SPC4 99.09 99.09 98.94 98.94 99.09 97.44 99.68 99.68 99.67 99.04

ACC5 95.87 98.25 96.89 95.17 94.42 96.87 99.15 98.39 95.52 94.75

SEN5 72.27 90.96 83.88 75.05 70.59 83.70 96.04 92.95 80.62 76.65

SPC5 99.77 99.81 96.67 99.49 99.53 100 99.90 99.69 99.06 99.06

ACC6 94.55 94.90 97.36 98.44 98.75 93.99 95.95 98.50 98.95 98.65

SEN6 22.13 37.17 62.14 70.25 73.25 57.78 65.00 83.33 88.89 87.04

SPC6 100 100 99.50 99.81 99.88 99.84 100 99.84 99.84 99.67

ACC7 98.77 98.55 97.82 98.47 98.99 99.52 99.04 98.44 98.68 99.28

SEN7 91.35 90.43 85.37 90.24 91.15 96.23 93.28 88.18 90.76 95.08

SPC7 100 99.94 99.94 99.87 99.71 100 100 100 100 100

ACC8 97.79 97.56 98.65 98.31 98.16 98.38 99.31 99.15 99.23 99.07

SEN8 92.70 90.54 94.79 91.74 90.34 93.99 98.23 97.04 97.85 97.03

SPC8 99.21 99.53 99.73 99.60 99.51 99.80 99.60 99.80 99.61 99.70

ACC9 99.01 99.79 99.55 99.04 98.97 99.25 99.85 99.4 99.25 99.25

SEN9 91.09 98.72 98.29 90.15 90.16 94.57 99.05 98.08 98.15 97.06

SPC9 99.76 100 99.80 99.59 99.47 100 100 99.64 99.46 99.64

ACC10 99.12 99.61 98.94 98.26 98.26 99.60 99.54 99.07 98.07 98.01

SEN10 92.07 99.62 89.72 83.11 83.11 96.61 96.61 92.66 85.31 83.05

SPC10 99.93 99.95 100 100 100 100 99.92 99.92 99.77 100

ACC11 87.68 81.52 81.29 81.54 82.25 99.25 87.86 87.86 86.05 86.69

SEN11 68.90 56.66 52.59 55.08 58.25 98.27 75.92 73.08 65.02 64.95

SPC11 96.67 93.44 95.04 94.22 93.76 99.69 93.44 95.22 96.07 96.45

ACC12 92.66 92.87 92.96 92.96 92.96 93.75 93.50 93.75 92.89 92.59

SEN12 68.00 69.34 69.03 69.03 69.03 71.82 70.22 68.62 69.31 65.53

SPC12 100 100 100 100 100 100 100 100 100 100

ACC13 97.67 97.65 97.67 97.67 97.67 97.46 97.46 97.46 97.46 97.46

SEN13 81.11 85.81 85.81 82.41 82.11 86.41 86.41 86.41 86.41 86.41

SPC13 100 99.97 100 100 100 100 100 100 100 100



Page 17 of 20Dokare and Gupta  Health Information Science and Systems           (2025) 13:30 

are captured. Specificity is important for systems where 
reducing false alarms (false positives) is critical, such as 
in wearable devices or long-term monitoring. A speci-
ficity obtained by our proposed method is of 99.66%, 
indicating that the method correctly identifies 99.66% 
of non-seizure events, meaning it generates very few 
false alarms. High specificity ensures that non-seizure 

segments are not mistakenly classified as seizures, 
reducing unnecessary interventions. A good seizure 
detection system balances sensitivity and specificity 
according to the needs of the application.

The results obtained by this proposed work as depicted 
in Fig.  8 show that selecting top 5 channels from the 
CHB-MIT dataset outperformed the use top 3 and top 

Table 6 Band-wise performance metrics obtained using the original 22 channels and the top 5 channels for patient 14 to 
patient 24 (all values are in percentage)

The average values of all performance metrics across all patients are presented in bold

ACC14 , SEN14 , and SPC14 : Accuracy, sensitivity, and specificity respectively for patient 14. AVG. indicates average values across 24 patients

Metrics Original 22 channels Top 5 channels

δ θ α β γ δ θ α β γ

ACC14 97.87 97.87 97.87 97.87 97.87 97.74 97.32 98.45 97.88 98.31

SEN14 68.08 68.08 68.08 68.08 68.08 67.35 62.75 73.17 66.67 68.42

SPC14 100 100 100 100 100 100 100 100 100 100

ACC15 86.24 85.94 96.47 92.62 92.77 93.31 95.22 93.17 93.08 92.90

SEN15 60.02 59.66 71.91 78.17 78.47 84.48 88.06 83.55 80.77 79.97

SPC15 98.99 99.14 99.86 99.87 99.96 97.92 98.96 98.2 99.51 99.65

ACC16 99.28 99.28 99.28 99.28 99.28 99.29 99.29 98.70 99.53 99.06

SEN16 70.27 70.37 73.27 70.07 70.13 75.00 68.75 60.71 80.00 75.00

SPC16 100 100 100 100 100 100 99.88 100 100 100

ACC17 96.22 96.47 96.52 96.50 96.45 96.09 96.09 96.43 96.43 96.09

SEN17 68.16 71.91 68.19 69.07 70.65 69.57 70.43 72.17 72.17 72.17

SPC17 100 99.86 99.97 100 100 100 99.87 100 100 99.62

ACC18 98.06 95.58 97.00 95.76 96.47 98.39 96.79 97.27 96.99 96.87

SEN18 89.16 80.36 86.39 80.13 80.12 94.37 88.37 90.99 90.06 89.68

SPC18 99.56 99.34 99.12 98.68 99.34 99.49 99.08 98.98 98.88 98.82

ACC19 100 100 100 100 100 100 100 100 100 100

SEN19 99.14 99.3 99.24 99.21 99.23 100 100 100 100 100

SPC19 100 100 100 100 100 100 100 100 100 100

ACC20 100 100 100 100 100 100 100 100 100 100

SEN20 100 100 100 100 100 100 100 100 100 100

SPC20 100 100 100 100 100 100 100 100 100 100

ACC21 95.29 95.29 95.29 95.52 95.29 96.66 96.66 96.66 96.66 96.66

SEN21 63.31 63.31 63.31 65.09 63.31 69.81 69.81 69.81 69.81 69.81

SPC21 100 100 100 100 100 100 100 100 100 100

ACC22 97.25 98.34 99.63 99.72 99.72 99.08 99.18 100 100 100

SEN22 64.26 79.88 94.50 90.40 90.20 88.71 91.01 100 100 100

SPC22 99.97 99.90 99.97 100 100 99.78 100 100 100 100

ACC23 96.84 96.94 96.82 96.90 96.94 97.34 97.25 96.70 96.98 97.25

SEN23 77.11 78.16 77.71 78.46 73.16 85.63 88.51 85.06 87.36 90.23

SPC23 100 99.95 99.88 99.86 99.95 99.56 98.91 98.91 98.8 98.58

ACC24 95.93 94.76 94.67 94.76 94.15 96.14 95.18 94.86 94.96 94.96

SEN24 83.29 76.45 70.56 72.29 70.77 85.29 84.43 81.22 76.85 75.65

SPC24 99.00 99.39 100 100 100 98.56 98.34 98.14 100 100

ACCAVG. 96.60 96.31 96.84 96.57 96.60 97.70 97.46 97.32 97.04 97.05
SENAVG. 78.79 80.53 81.38 80.48 80.19 86.70 85.75 86.37 85.41 85.11
SPCAVG. 99.64 99.52 99.51 99.57 99.58 99.66 99.46 99.50 99.61 99.59
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7 channels, indicating that a targeted approach to chan-
nel selection can provide more relevant information for 
detecting seizures. The enhancement in sensitivity is 
prominently seen with reduced channels in almost all 
patients. An overall improvement of 5% to 8% in sensitiv-
ity is observed with the top 5 selected channels. This pro-
posed approach has achieved a mean accuracy of 97.70%, 
a mean sensitivity of 86.70%, and a mean specificity of 
99.66% using five selected channels.

Compared to previous studies that relied on a sin-
gle ranking method [2, 7, 12, 13], our ensemble-based 
approach demonstrated superior performance. The com-
bination of MI and RF rankings provided a more com-
prehensive and accurate selection of channels, leading to 
better feature representation and classification results. 
This approach outperformed other standard channel 
selection criteria, highlighting the importance of inte-
grating multiple ranking methods for optimal channel 
selection.

In signal processing and neuroscience, band-wise anal-
ysis is a powerful technique that enables researchers to 
focus on particular frequency bands and derive signifi-
cant information from complex signals. It plays a cru-
cial role in enhancing detection accuracy, understanding 
physiological processes, and developing targeted solu-
tions for various applications. Certain patterns related to 
seizures in EEG signals may manifest more prominently 
in particular frequency bands. By focusing on these 
bands, analysts can enhance the detection of specific phe-
nomena. Specifically, the δ and θ bands showed a strong 
performance in identifying seizure occurrences, probably 
because they have associations with cognitive and motor 
functions that change dramatically during seizures. In the 
same way, the γ band which is associated with higher-
order cognitive functions has performed admirably, high-
lighting its importance in capturing the high-frequency 
changes that are specific to seizures.

As per the proposed methodology, the top 5 channels 
can be the optimal channels to work with for this dataset. 
Selecting the top 5 channels strikes an optimal balance 
between capturing relevant EEG features for accurate 
seizure detection and maintaining computational effi-
ciency. Using fewer channels risks losing critical informa-
tion, potentially reducing sensitivity and specificity, while 
using more channels can lead to redundancy, increased 
complexity, and overfitting. By limiting the number of 
channels to 5, we ensure that the model remains efficient, 
interpretable, and generalizable, while still capturing 
the essential features needed for accurate seizure detec-
tion using the CHB-MIT dataset. This approach strikes 
a balance between performance and practicality. Hence, 
the selection of channels is often driven by the trade-off 
between computational efficiency and the need to cap-
ture relevant features for accurate detection, and this bal-
ance may change when working with different datasets or 
research objectives. Hence, the number of channels can 
be adjusted based on the specific requirements of the 
study or dataset, allowing flexibility to optimize perfor-
mance for different scenarios.

Wearable EEG systems have several challenges such 
as these systems are prone to noise from environmental 
factors such as movement artifacts and muscle activity. 
This can degrade the quality of the EEG signals. Wearable 
devices have constrained processing power and battery 
life. Despite potential challenges, our proposed method 
can significantly contribute to wearable devices for sei-
zure detection. MI quantifies the dependency between 
EEG channels and seizure states to identify the most 
informative channels, while RF ranks channels based on 
their contribution to accurate predictions. This process 
excludes noisy and redundant channels that may carry 
artifacts from muscle movements, environmental inter-
ference, or redundant information to some extent, thus 
improving the signal-to-noise ratio. Cleaner signals allow 

Table 7 Comparison with other works

ACC  accuracy, SEN sensitivity, SPC specificity

Authors Methods Dataset Channels Performance measures

ACC SEN SPC

[12] Variance FHS 3 iEEG – 96 –

[7] RF CHB-MIT 3 sEEG – 80.87 –

[27] Ensemble classifiers Kaggle 3 iEEG – 89.40 89.24

[23] NCA CHB-MIT 8 sEEG – 100 –

[20] NSGA CHB-MIT 2 sEEG 97.5 – –

[13] Variance CHB-MIT 3 sEEG 89.02 100 77.5

[2] NN with attention mechanism CHB-MIT 2 sEEG 71.91 78.9 –

Proposed work Ensemble of MI and RF CHB-MIT 5 sEEG 97.70 86.70 99.66
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for more accurate feature extraction, reducing the impact 
of noise or irrelevant data on the subsequent classifica-
tion stage. Even the processing time required using 5 
channels is reduced by almost 80% compared to the orig-
inal 22 channels, as shown in Fig. 6b. Hence reducing the 
number of channels significantly lowers computational 
complexity, processing time, and power requirements, 
which is crucial for wearable devices. This optimization 
not only conserves energy, but also extends the battery 
life of the wearable EEG device.

The practical implications of our findings are signifi-
cant for real-time seizure detection systems. By reduc-
ing the number of channels, this proposed method not 
only enhances detection sensitivity but also lowers the 
computational load, making the system more suitable 
for real-time applications. This performance is crucial 
for wearable devices and mobile health applications, 
where processing power and battery life are constrained. 
Although our proposed method offers numerous ben-
efits, it may require advanced noise-reduction techniques 
for managing the noise from movement, electrode dis-
placement, and environmental interference. Balancing 
real-time processing, reliable data acquisition, and wire-
less transmission under strict power constraints poses 
the challenge for maintaining battery life.

The use of diverse features, combined with an ensemble 
of MI and RF-based methods, supports a diverse popula-
tion by effectively capturing patient-specific variations. 
Together, these methods ensure personalized and reli-
able seizure detection across varying EEG patterns in a 
diverse population. Since this method adapts to patterns 
found in the data, it offers a flexible and adaptive way to 
identify the essential channels for seizure detection.

Conclusion
This proposed research work provides an effective chan-
nel selection methodology, offering a balance between 
computational efficiency and accurate seizure detection. 
The proposed channel selection method ensembles the 
channel ranking obtained by MI-based and RF-based 
methods providing useful insights into determining the 
most informative EEG channels for seizure detection. 
The channel ranking obtained by both methods identi-
fies a comparable set of important channels for seizure 
detection. MI-based methods excel at capturing explicit 
dependencies between EEG signals and seizure patterns, 
making them ideal for identifying relevant channels. In 
contrast, RF-based methods discover implicit dependen-
cies by evaluating complex interactions and redundancies 
among channels, ensuring a more comprehensive chan-
nel selection process. By combining these methods, we 
have exploited their complementary strengths to enhance 

channel selection, leading to more robust and general-
ized models.

The band-wise analysis, which examines frequency 
bands such as δ , θ , α , β , and γ , provides a deeper under-
standing of the spectral characteristics of seizures. This 
analysis helps identify which frequency bands are most 
informative for detecting seizures, allowing for more 
precise channel selection and improved model sensitiv-
ity and specificity. Our proposed method has obtained 
a mean value of accuracy, sensitivity, and specificity 
of 97.70%, 86.70%, and 99.66% respectively using five 
selected channels.

Future advancements could focus on optimizing this 
ensemble approach for real-time applications, integrat-
ing deep learning techniques, and data augmentation 
methods for more enhanced seizure detection. Expand-
ing studies to include diverse patient populations could 
significantly improve system robustness, ensure broader 
applicability, and facilitate widespread clinical adoption. 
Hence, this proposed method can be highly useful in 
wearable devices, as it helps to optimize performance by 
reducing computational complexity and processing time 
while enhancing detection accuracy.
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