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Open market environments consist of a set of participants (vendors and consumers) that dynamically leave

or join the market. As a result, the arising dynamism leads to uncertainties in supply and demand of the

resources in these open markets. In specific, in such uncertain markets, vendors attempt to maximise their

revenue by dynamically changing their selling prices according to the market demand. In this regard, an

optimal resource allocation approach becomes immensely needed to optimise the selling prices based on

the supply and demand of the resources in the open market. Therefore, optimal selling prices should max-

imise the revenue of vendors while protecting the utility of buyers. In this context, we propose a real-time

pricing approach for resource allocation in open market environments. The proposed approach introduces a

priority-based fairness mechanism to allocate the available resources in a reverse-auction paradigm. Finally,

we compare the proposed approach with two state-of-the-art resource allocation approaches. The experimen-

tal results show that the proposed approach outperforms the other two resource allocation approaches in its

ability to maximise the vendors’ revenue.
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1 INTRODUCTION

Resource allocation in an open market environment (OME) is a challenging and widely stud-

ied problem in many domains, not limited to manufacturing supply chains [55, 60], open cloud

environments [38], wireless sensor networks [17], and so on. In such OMEs, multiple vendors

and buyers exist that service and request different kinds of resources, respectively. Developing
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an optimal allocation policy and pricing policy in OME is a challenging problem because of the

contradicting goal of the participants. In specific, vendors focuses on maximising their revenue by

selling most of their available resources at the highest possible price. However, buyers focus on

maximising their utility by minimising their cost for the maximum possible quality of resources.

In addition, in OME, the dynamic arrival and departure of participants (i.e., vendors and buyers)

leads to uncertainty of supply and demand of the resources in these environments. Further, the

self-interested buyers tend to behave strategically and misreport their undisclosed preference in-

formation [36]. So, developing optimal pricing in such a dynamic environment with strategically

behaving buyers becomes a complicated and challenging problem.

In this regard, many resource allocation approaches with various pricing policies have been pro-

posed for different OMEs in the past. For instance, the authors in References [41, 62, 66] proposed

a set of auction-based resource allocation approaches that considered cloud environments. How-

ever, in these auction-based approaches, resources were allocated based on fixed-pricing policies.

Meanwhile, dynamic pricing approaches were also proposed in References [5, 24, 59], which were

based on statistical mathematical models. However, these approaches fail to address the dynamic

change in the supply and demand of resources in the OMEs. To handle the dynamism of these envi-

ronments, machine learning-based dynamic pricing [15] approaches have been adopted. However,

these approaches focus mainly on maximising the revenues of vendors, based on the change in

demand, and fail to optimise the prices exclusively for each buyer. Also, existing machine learning

fails to incorporate undisclosed preferences of the participants, which they do not reveal to each

other while resource allocation [36].

Further, in a service-based OME, apart from supply and demand in the market, to cope with

the competition, resource prices are influenced by the offered price of the other vendors in the

market. Moreover, OME’s optimal resource allocation policy should foster fair participation and

competitiveness [34, 53] of vendors to avoid monopoly in the market, which is known as bidder

drop problem [6]. Therefore, an auction paradigm should adapt to dynamically changing supply

and demand while maintaining the equilibrium in an open-market environment [34]. In specific,

designing an auction paradigm in such an open market has three key challenges, as follows: (1)

participation: encouraging the participation of vendors in the auction, (2) efficiency: the allocation

of resources with optimal resource utilisation, and (3) fairness: each vendor should be given a

fair chance to win the auction. In addition to the above considerations, the knowledge of buyers’

quality uncertainty,1 i.e., their private values [36], is used in determining the appropriate vendor

for the buyer’s request.

To the best of our knowledge, none of the existing approaches addresses all the challenges effec-

tively. Therefore, to address the above-mentioned challenges, this research proposes an efficient

resource allocation approach for OMEs. In particular, the proposed approach implements a learn-

ing model to optimise the pricing policy in a dynamically changing OMEs, then fairly allocates

the requested resources based on a proposed priority mechanism in a reverse-auction paradigm.

Moreover, in such dynamic OMEs, the behaviour of the participants loosely depends on the pre-

existing datasets; rather, it depends on the real-time updates in the open market. In this regard,

learning techniques, such as supervised or unsupervised learning are not appropriate, due to the

inappropriate datasets. Therefore, we implement a reinforcement learning (RL) technique [48]

for the proposed real-time pricing approach. The contributions of this research are as follows:

• First, a novel reinforcement-learning-based real-time pricing algorithm is proposed, which

optimises the base prices of the requested resources for the vendors.

1Preference of a buyer for a particular vendor over other vendors.
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• Second, we introduce a preference labelling scheme, which categorises all the dynamically

arriving buyers based on their past behaviour. This further aids the real-time pricing algo-

rithm to learn the undisclosed choices of different buyers.

• Third, we introduce a priority-based fairness mechanism for the selection of vendors to give

fair chances to all vendors and to avoid monopoly in the environment.

The rest of this article is organised as follows: The formulation of the resource allocation prob-

lem in OMEs is introduced in Section 2. Section 3 presents the modelling of the dynamic pricing

problem as a Markov decision process. In Sections 4 and 5, the proposed real-time bidding algo-

rithm and vendor elicitation strategy are discussed, respectively. In Section 6, the experimental

results are presented for evaluating the proposed approach. In Section 7, the related works are

discussed. The article is concluded in Section 8.

2 PROBLEM FORMULATION

This section presents a resource allocation problem formulation into a common value [42] reverse-

auction paradigm. In our setting, a broker intermediates the resource allocation, through a multi-

agent environment. In this context, we intend to design an optimal auction paradigm, wherein the

broker efficiently allocates the resources based on a set of learning agents. In this setting, resources

are allocated in an episodic manner, such that each episode has many auctions. Each auction is

about the allocation of a single resource request. The length of the episode tmax represents the

maximum time after which the market closes and resets to its initial setting, i.e., total available

resources, potential vendors, and requesting buyers. However, the trained agents are not initialised

at each episode.

In the following subsections, we would briefly introduce all the three stakeholders in the re-

source allocation problem, i.e., the buyers, the vendors, and the broker.

2.1 Buyer

We consider an OME with set of buyers B, denoted as bj = {reqbj
, lbj
,dbj
}, where reqbj

is the set

of non-perishable2 resources denoted as reqbj
= {res1, j , res2, j , . . . , resk, j } for set K of k different

types of resources, where resi, j represents the quantity of resource type i ∈ K ; whereas lbj
is length

of request for which resource is being requested, and dbj
is the deadline within which the request

is to be satisfied, ∀bj ∈ B. In addition, each buyer is characterised by their undisclosed preferences,

which are the private values [36] and not known by the vendors. It should be noted, we assume

that buyers do not have any budget constraints, and buyer focus is on acquiring the resources at

minimum possible price.

2.2 Vendor

We consider an OME a set of n bidding vendors V, denoted as vi = {bid (vi ,bj ), reqbj
}, where

bid (vi ,bj ) denotes the offered bid value for the resource request reqbj
from the buyer bj , bj ∈ B,

∀vi ∈ V . In this context, each bidding vendor has maximum available set of available resources in

the OME, i.e., the capacity of the vendors is denoted as C = {Cv1 , . . . ,Cvn
} and capacity of vendor

vi ∈ V is denoted as Cvi
= {c1,i , . . . , ck,i }, where k ∈ K . Also, it should be noted that, to lower the

complexity, we assume that vendors do not join or leave the OME in the middle of auction.

2.3 Broker

In the proposed reverse-auction paradigm, the broker intermediates the whole resource allocation

problem in the OME. Figure 1 depicts the architecture of the broker, which consists of three key

2Resources can be re-used once released by a buyer.

ACM Transactions on Internet Technology, Vol. 23, No. 1, Article 1. Publication date: April 2023.



1:4 P. Mishra et al.

Fig. 1. Architecture of the broker.

modules, namely: the Real-Time Pricing module, the Vendor Elicitation module, and the Transaction

Database. In this context, first, from pool of buyers B, buyers arrive dynamically and submit their

resource requests to pool of vendors through a broker. Then, for every resource request, all the

potential vendors submit their base prices to the broker. Hereafter, vendors authorise the brokers

to bid on their behalf. Upon receiving all these base prices, the broker generates vendor agents,

which bids on behalf of all the potential vendors. Then, vendor agents compute optimal bid values

using Real Time Pricing module. This Real Time Pricing module is implemented using a novel

RL Algorithm, which takes historical auction data from the Transaction Database as input. Then,

finally, based on these optimised base prices, the broker determines an allocation rule α (vi ,bj )
and pricing rule ρ (vi ,bj ) ∀vi ∈ V ,bj ∈ B using Vendor Elicitation module. This Vendor Elicitation

module implements a novel fairness technique and winner determination strategy. Also, after each

allocation, Transaction Database is updated.

In this way, the broker intermediates the resource allocation and payment between vendors and

buyers, through vendor agents. Note that, within each episode, allocation rule α (vi ,bj ) makes only

feasible allocations, i.e., resource request will be allocated to a vendor only if a vendor has enough

resources and that complete before the start of tmax as shown in Equation (1).

tmax∑

t ∈1

α (vi ,bj ) × 1(t + lbj
≤ tmax ) × 1(t ≤ dbj

) × 1(reqbj
≤ Cvi

)∀vi ,bj , (1)

where 1(.) is the indicator function, such that 1(.) = 1 if condition inside is true or else 1(.) = 0.

In this manner, broker plays the crucial role in whole resource allocation mechanism and also

ensures the stability in the OME, i.e., competitiveness [53], fairness [34], truthfulness [14], and so

on.

In this regard, all three stakeholders in the proposed reverse-auction paradigm interact with

each other in the OME. In the next section, we would introduce the novel learning-based real-time

pricing policy, which optimises the vendors’ offered bid in real-time.

3 REAL-TIME PRICING AS MARKOV DECISION PROCESS

In this section, we model the real-time pricing problem in reverse-auction paradigm as multi-

agent Markov decision process (MMDP), wherein vendors are represented as autonomous and
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independent vendor agents.3 In this regard, for set of N vendor agents, MMDP is defined as joint

state-space s, which represents the state of possible status of all the agents and a set of action

space Ai , ∀i ∈ N representing the state space for all the agents. In this MMDP, first all the agents

i ∈ N perform an action ai ∈ Ai based on their decision policy πθi
: s × Ai �→ [0, 1]. Then, after

execution of action ai , agents are transferred to next state (s’) based on joint transition function

(τ ), s.t. τ : s × A1 × · · · ×An �→ s ′. Finally, all the agents receive reward (ri ) from set of rewards R
based on the current state and the performed action, such that, ri : S ×Ai −→ R. Also, the private

observation of each agent changes, such that, si : S ′ −→ si . In this setting, the initial state-space

of all the agents are determined by a predefined distribution. In the real-time pricing problem,

the goal is to compute the optimal action value for all the agents, which optimises their base-prices.

To achieve that, agent i focuses on updating its policy πi , which maximises the total expected

long term reward Ri in each episode of length tmax , i.e., Ri =
∑tmax

t=0 λtr t
i , where λ is the discount

factor4 [48].

In the following subsections, we explain the proposed profiling scheme and present the three

entities states, actions, and rewards in the the proposed MMDP-based model.

3.1 Profiling Scheme

In the OME, buyers with different volume of resource requests arrive dynamically, and agent aims

to model its pricing model following the arriving buyer. So, agents focus on adapting their selling

prices based on the potential buyers (demand) and all the potential agents (supply) in the OME.

Also, agents are not aware of all the other potential vendor agents in the market. Therefore, to

estimate and model the supply and demand in the OME, we deploy this novel profiling scheme. In

specific, vendors utilise the different parameters from the past auctions, stored in the Transaction

Database, namely: set of requested resources, a deadline of the request, winning agent, the pay-

ment received by the agent, and selling price of all the vendors. However, participants (vendors

and buyers) in the OME are changing, and it is not possible to observe a pattern for each partic-

ipant. Therefore, we categorise vendors and buyers with the same volume of available resources

or requested resources under the same profile. In this regard, we categorise vendor agents into u

different profiles denoted as V ′ = {v ′1, . . . ,v ′u }. Similarly, dynamically arriving similar buyers are

categorised into w different profiles, denoted as B′ = {b ′1, . . . ,b ′w }. Then, for each pair of vendor

profile v ′i and buyer profile b ′j , different auction parameters are stored in the transaction database,

wherev ′i ∈ V ′ and b ′j ∈ B′. For instance, revenue (v ′i ,b
′
j ) represents the revenue that is earned by

vendor profilev ′i and buyer profile b ′j . Similarly, other auction parameters are also recorded in the

transaction database after each auction. Then, based on these past auction info, the welfare of allo-

cation for every pair of vendor and buyer profiles in the OME is represented as a quality feature vec-

tor. In specific, a quality feature vector F (v ′i ,b
′
j representing the welfare for buyer profile b ′j and

vendor profile v ′i . This is denoted as, F (v ′i ,b
′
j ) ≡ [rmean (v ′i ,b

′
j ),pmean (v ′i ,b

′
j ),umean (v ′i ,b

′
j )],

where rmean (v ′i ,b
′
j ), pmean (v ′i ,b

′
j ), and umean (v ′i ,b

′
j ) denote the quality parameters; mean

revenue, mean penalty, and mean utility (profit), respectively. Intuitively, higher values of mean

revenue and mean profit and lower values of mean penalty suggest allocation is optimal, and

these parameters are computed using Equations (2)–(4).

rmean

(
v ′i ,b

′
j

)
=

revenue (v ′i ,b
′
j )

total_allocated (v ′i ,b
′
j )
, (2)

3Vendor agents and agents are used interchangeably.
4It is commonly used in RL algorithms, which is originally a financial term to represent the significance of future or delayed

returns.
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where revenue (v ′i ,b
′
j ) and total_allocated (v ′i ,b

′
j ) denote the average revenue and total potential

buyers’ requests allocated for a pair of vendor and buyer, respectively.

pmean

(
v ′i ,b

′
j

)
=

penalty (v ′i ,b
′
j )

total_rejected (v ′i ,b
′
j )
, (3)

where penalty (v ′i ,b
′
j ) and total_rejected (v ′i ,b

′
j ) denote the average penalty imposed and total

potential buyers’ request rejected for a pair of vendor and buyer, respectively.

umean

(
v ′i ,b

′
j

)
=
revenue (v ′i ,b

′
j ) − penalty (v ′i ,b

′
j )

total_request (v ′i ,b
′
j )

(4)

Apart from above quality parameters, the transaction database tuples are used in computing the

acceptance ratio (ϒ), such that 0 ≤ ϒ ≤ 1, as denoted by Equation (5).

ϒ(vk ,bl ) =
acceptance_rate (vk ,b

′
j )

acceptance_rate (v ′i ,b
′
j )
, (5)

where vk ∈ V , bl ∈ B and v ′i ∈ V ′, b ′j ∈ B′ are the corresponding profiles of vendor vk and

bl , respectively. Whereas, acceptance rate is the ratio of number of times a buyer is allocated to

total number of times requested. So, acceptance_rate (vk ,b
′
j ) denotes the acceptance rate of buyer

profile b ′j ∈ B′ by vendor vk ∈ V , whereas, acceptance_rate (v ′i ,b
′
j ) denotes the acceptance rate

of buyer profile b ′j ∈ B′ by vendor profile v ′i . Intuitively, acceptance ratio ϒ(b ′j ) resembles ratio of

past acceptance decisions made by vendor vk for similar kind of buyer bk , which aid the broker in

modelling the pricing rule for the vendors (see Section 3.3)

3.2 State

In MMDP, a state-space represents the status of all the agents. In our setting, status is represented

in the form of the supply and demand of resources and the profiles of the requesting buyer. Also,

since in an OME, multiple buyers are being allocated in parallel at any instance of time or within

a single episode of length tmax . Therefore, the joint state space is represented by concatenating

the status of all the agents for every interaction with all the buyers within an episode. In this re-

gard, the state-space is represented as s = [H , F ], where F represents the profile of the resource

requesting buyers throughout an episode (see Section 3.1). However, vector H is obtained by con-

catenating the status vector of all the agents within an episode, wherein, status vector of an agent

vi is represented as η(vi ) ≡ [availablevi
, requestedvi

, revenuevi
,penaltyvi

]; where availablevi
,

requestedvi
, revenuevi

, and penaltyvi
represent the available resources, total requested resources

by all the buyers, total revenue earned, and total penalty imposed, respectively.

3.3 Action

In the considered setting, initially, all the vendors independently set the base prices

base_price (vi ,bj ) for every resource request reqbj
from buyer bj and submit it to the broker. Then,

the broker attempts to optimise these base prices by modelling a set of exclusive adjustment mul-

tipliers act (vi ,bj ) for all the pair of potential vendors and potential buyers in the OME using

Equation (6).

bid (vi ,bj ) = base_price (vi ,bj ) × (1 + act (vi ,bj ) × ϒ(bj )) (6)

In this research,to control the minimum and maximum values, we set act ∈ [−0.2, 0.8]. Also,

recall that ϒ ∈ [0, 1], so, the optimal bid values for the vendors would range in the range, bid =
[base_price × 0.8,base_price × 1.8].
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3.4 Reward

In the OME, vendors are competing among each other to maximise their revenues. In this setting,

the payments from buyers are the reward for the winning vendor. However, losing vendors have

to bear a negative reward (penalty). Intuitively, this penalty resembles the cost incurred on losing

vendors for reserving the requested resources. In this context, vendors’ utility is improved in two

ways: (1) selling the resource at the maximum possible price; (2) selling the resources to more num-

ber of buyers at an optimal price. In this research, we focus on maximising the revenue by serving

the maximum possible buyers; also, selective participation to avoid negative rewards. Therefore,

we model a reward function based on difference-reward technique [31], which takes the number of

times a vendor won, lose, and was out of auction by choice, possibly due to less available resources

or lesser utility, within a single episode. In specific, the reward function for vendorvi is represented

as r (vi ) ≡ (Iwin
vi
×win(vi ), I lose

vi
× lose (vi ), Iout

vi
× out (vi )). Wherein, win(vi ), lose (vi ), and out (vi )

denote the number of times vendorvi won, lose, and was out of auction for all the auctions within

a single episode, whereas, Iwin
vi

, I lose
vi

, and Iout
vi

represent the impact of each of these three variables,

which are private values of the vendors. Briefly, in each episode, them potential buyers denoted as

b1, . . . ,bm lodge their requests for different bundles of resources, denoted as req(b1), . . . , req(bm ).
In turn, all the available vendor agents offer their optimised bids to all the potential buyers. In this

context, soon after a certain buyer selects a winning vendor, then the reward is computed for each

vendor based on the reward function. Finally, all the rewards gained within an episode are added

to get an episodic reward.

4 REAL-TIME PRICING ALGORITHM

In a competitive resource market (OME), each vendor has a limited volume of resources leased/sold

at the maximum possible price to maximise its revenue. In this regard, the vendor earns revenue

only when it wins the auction. Considering these constraints and the dynamism of the OMEs,

an optimal dynamic pricing algorithm is required. Therefore, in this research, we propose a

learning-based real-time pricing algorithm that optimises the bid values of the vendors based

on the changing real-time supply and demand of the resources. Besides, we propose a profiling

scheme to train agents to optimise base price on behalf of vendors, based on the estimated undis-

closed preferences. In this manner, the bid values for the requested bundle of resources for each

vendor are optimised based on a trained neural network model using a RL algorithm. In specific,

the proposed real-time pricing algorithm is implemented using the multi-agent actor-critic RL

architecture [28]. The proposed real-time pricing algorithm is demonstrated in Algorithm 1, which

takes the concatenated status of the set of all vendors H, tuples from the transaction database, and

the revenue of all the vendors as input. Then, the algorithm provides the adjustment multipliers

act (vi ,bj ) for pair of vendors vi and buyer bj , ∀vi ∈ V ,bj ∈ B as output. Algorithm 1 trains

each vendor agent to select and leverage a certain adjustment multiplier (action), to maximise its

total expected future revenues (R). These future revenues are discounted by the factor γ per each

timestep. In this regard, the future revenue at each timestep t ∈ tmax for vendor vi is denoted as

R (vi ) =
∑tmax

t=0 γ tr t
i , where tmax is the episode length, i.e., timestep at which the bidding ends. In

this work, we assume the action space to be continuous, therefore, we adopt a deterministic policy

gradient [28] for learning the optimal bid values. Therefore, for the considered multi-agent

reinforcement learning (MARL) setting, the Q function for the vendor agent i is denoted

by Equation (7).

Qπ
i (s,act ) = Eπ ,τ

⎡⎢⎢⎢⎢⎣
T∑

t=0

γ tr t
i |s0 = s,act

⎤⎥⎥⎥⎥⎦ , (7)
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ALGORITHM 1: Real-Time Pricing (RTP)

1: Initialise: Qi (s,act (v1,bj ), . . . ,act (vn ,bj ) |θQ
i )

2: Initialise: replay memory D
3: Initialise: actor μi , target actor μ

′
i

4: Initialise: target network Q
′

with θ
Q
′

i ← θ
Q
i , θ

μ
′

i ← θ
μ
i for each agent.

5: for episode = 1 to e do � e total episodes

6: Initialise: s0 for all the vendors

7: for t = 0 to tmax do � length of each episode

8: for each buyer within tmax do

9: Select act (vi ,bj ) using Equation (9) for all vendor vi and buyer bj

10: Compute ϒ using Equation (5)

11: Execute actions a = {act (v1,bj ), . . . ,act (vn ,bj )}
12: Record reward r new state s’

13: Compute reward r (vi ,bj )
t , and update distribution F

14: Update distribution F (vi ,bj ) for each buyer and vendor pair

15: end for

16: Merge r (vi ) =
∑n

i=1

∑tmax

t=0 r (vi ,bj )
t rewards within tmax � merge the reward of all

vendors for each buyer

17: Push (s,act (vi ,bj ), r (vi ), s
′
) into D � s’ is the next state

18: s
′ ← s

19: for agent i = 1 to n do

20: POP mini batch (s , act (v1,bj ), . . . ,act (vn ,bj ),r (vi ),s
′
) from D

21: Update critic using Equation (11)

22: Update actor using Equation (13)

23: Update target network: θ
′ ← τθ + (1 − τ )θ

24: end for

25: end for

26: end for

where π = {π1, . . . ,πn } is the set of joint-policies of all the vendors and act = [act (v1,bj ), . . . ,
act (vn ,bj )] denotes the joint action of all the vendors for a certain buyer bj . Further, the next state

s ′ and the next joint action act ′ are computed using Bellman equation as shown in Equation (8):

Qπ
i (s,act ) = Er,s

′ [r (s,act ) + γEact
′∼π [Qπ

i (s
′
,act

′
)]. (8)

However, the mapping function μi () maps each state s to action act (vi ,bj ) based on Equation (9),

where μi () is known as actor in the actor-critic architecture.

act (vi ,bj ) = μi (s ) = μi ([H , F ]) (9)

Further, we derive Equation (10) from Equations (8) and (9).

Q
μ
i (s,act (v1,bj ), . . . ,act (vn ,bj )) = Er,s ′[r (s,act (v1,bj ), . . . ,act (vn ,bj ))

+ γQ
μ
i (s ′, μ1 (s ′, . . . , μn (s ′))],

(10)

where μ = {μ1, . . . , μn } is the joint deterministic policy space of all the vendor agents. In this

regard, the goal of the proposed algorithm becomes to learn an optimal policy for each vendor

agent to attain the Nash equilibrium [20]. In addition, in this multi-agent stochastic environment,

each vendor agent learns to behave optimally by learning an optimal policy of μi , which is also

based on the optimal policies of the other co-existing agents.
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Further, this equilibrium is achieved by gradually reducing the loss function L(θ
Q
i ) of the critic

Q
μ
i with the parameter θ

Q
i as denoted in Equations (11) and (12).

L
(
θ

Q
i

)
= Es,act,r,s ′

[
(Q

μ
i (s,act (v1,bj ), . . . ,act (vn ,bj )) − y)

2
]

(11)

y = ri + γQ
μ′

i (s
′
, μ
′
1 (s ′), . . . , μ

′
n (s ′)) (12)

In Equations (11) and (12), μ ′ = {μ′1, . . . , μ
′
n } represents the set of target actors; each of these

actors has a delayed parameter θ
μ′

i . Meanwhile, Q
μ′

i represents the target critic, which also has

a set of delayed parameters θ
Q ′

i for each actor, and (s,act (v1,bj ), . . . ,act (vn ,bj ), ri , s
′) represents

the transition tuple that is pushed into a replay memory D. In this regard, each vendor’s policy μi ,

with parameters θ
μ
i , is trained based on Equation (13). In the next section, we present a proposed

vendor selection algorithm.

∇θ
μ

i
J ≈ Es

⎡⎢⎢⎢⎢⎣
∑

w

∇θ
μ

i
μi (s )∇acti

Qi (s,act (v1,bj ), . . . ,act (vn ,bj )) |act (vi ,bj )=μi (s )

⎤⎥⎥⎥⎥⎦ (13)

5 VENDOR ELICITATION

In this section, we present a novel vendor elicitation mechanism to determine a single winning

agent for every resource request. In the proposed vendor elicitation mechanism, we employ a

novel priority-based fairness mechanism to handle the primitive drop in bidders’ participation in

auctions [34]. The vendor elicitation mechanism is divided into two key steps, namely, (1) priority

labelling: in this step, we propose a priority-based fairness mechanism; and (2) resource allocation:

in this step, based on the vendors’ priority labels and their bid values, we determine the winning

agent and the payment paid by each buyer.

5.1 Priority Labelling

In a competitive market, vendors lose because of their non-competitive (too low) bidding strategy,

which leads to a classical bidder drop problem [25]. That is, bidders (vendors) refrain from further

participation when they repeatedly lose in the auctions, which further leads to vendor monopoly

due to scarcity of resources. Therefore, it is crucial to handle the bidder drop problem to maintain

the resource supply and demand equilibrium [53]. To handle this, we introduce a priority-based

fairness mechanism, wherein, broker attaches a priority label (pr) to all the bidding vendors in the

auction. This priority label pr is computed based on Equation (14) as follows:

pr (vi ) = (1 + ζ (vi ))/ 
�1 +

o∑

auc=1

BidRatio(vi )auc
�

 , (14)

where ζ denotes the number of times a certain vendor vj loses in the last o auctions (auc).

BidRatio(vi ) is the ratio of each vendor’s bid to the maximum bid in a certain auction, which

is calculated using Equation (15) as follows:

BidRatiovi = bid (vi ,bj )/maxBid (bj ), (15)

wheremaxBid (bj ) is the maximum bid that is offered for the resource request req(bj ) from buyerbj .

In this regard, a priority label is attached to each of the bidding vendor agents; wherein 0 ≤ pr ≤ 1,

0 being the highest priority and 1 being the lowest priority.
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5.2 Resource Allocation

In this subsection, we present the computation of final allocation rule α and pricing rule ρ for

the reverse-auction mechanism G = (α , ρ) in the OME. First, the broker computes the bids for all

the bidding vendors based on Equation (6) and their corresponding priority label pr using Equa-

tion (14). Then, based on agent’s bid and its priority label, we implement a Simple Additive

Weighting (SAW ) [63] technique to determine the winning bidder. Implemented SAW technique

has two phases, that is, (1) Scaling Phase and (2) Scoring Phase, discussed as follows.

5.2.1 Scaling Phase. In this phase, the broker normalises the bid values and priority label values

for all the bidding vendors. Specifically, the normalised bid value for vendorvi and buyerbj , where

i ∈ n and j ∈ m is denoted as bid ′(vi ,bj ). Similarly, the normalised priority label for vendor

vi is denoted as pr ′(vi ). Finally, the normalised bid value and priority label are calculated using

Equations (16) and (17), respectively.

bid ′(vi ,bj ) =
⎧⎪⎨⎪⎩

bidmax−bid (vi ,bj )

bidmax−bidmin , if bidmax − bidmin � 0.

1, if bidmax − bidmin = 0.
, (16)

pr ′(vi ) =
⎧⎪⎨⎪⎩

pr max−pr (vi ,bj )

pr max−pr min , if prmax − prmin � 0.

1, if prmax − prmin = 0.
, (17)

where bidmax and bidmin denote the maximum and the minimum bid among all the vendors in a

certain auction, respectively. Similarly, prmax and prmin denote the maximum and the minimum

priority label among all the vendors in a certain auction, respectively.

5.2.2 Scoring Phase. In this phase, the broker computes the bid score using the normalised bids

and the priority labels, based on Equation (18).

bid_score (vi ) = pr ′(vi ) ×W pr (bj ) + bid
′(vi ,bj ) ×W bid (bj ), (18)

wherein,W pr (bj ) andW bid (bj ) denote the preference weight of priority label and selling price for

buyer bj , respectively. It should be noted that these preference weights are buyers’ private values

of the buyers [36], so vendors are not aware of these values. In this setting, the vendor with the

minimum bid score bid_score is the winning vendor, denoted as vwin , where vwin ∈ V . Then, the

requested resource req(bj ) from buyer bj is allocated to vendorvwin . Also, to observe truthfulness

in mechanism G, similar to Reference [18], payment rule is based on generalised second price

mechanism, such that, ρ (vwin ,bj ) ≡ bid (vmin ,bj ), where vmin denotes the vendor with second

lowest bid value, where vmin ∈ V but vmin � vwin . Algorithm 2 represents the pseudo-code of

the proposed vendor selection algorithm, which takes the optimised bid values of the vendors and

the preference weights of the buyers’ preferences as input. Finally, gives the allocation α (vwin ,bj )
and the payment ρ (vwin , ρ) rule as output.

Towards this end, based on the proposed real-time resource-allocation (RTRA) algorithm,

the broker dynamically allocates the resource requests to the potential vendors in OMEs, as shown

in Algorithm 3, which dynamically takes resource requests from B buyers as input in OME ini-

tialised with a set of potential vendors and their respective base prices. Then, computes the selling

price and priority labels for all the available potential vendors in the OME or wait until the vendor

is available. Finally, based on the computed selling price and the priority labels, the allocation rules

M (vwin ) and payment rule P (vwin ) are given as output. In specific, the resource is allocated to the

winning vendor and the second-lowest selling price is received by the winning vendor. In the next

section, we present the results of the extensive experiments that were conducted to evaluate the

proposed resource allocation approach in a simulated OME.
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ALGORITHM 2: Vendor Selection Algorithm

1: Input: {bid (vi ,bj )}, where vi ∈ V , bj ∈ B
2: Output: α (vwin ,bj ), ρ (vwin ,bj )
3: for GET buyer do � generate random buyers from pool of buyers

4: for vendor = 1 to n do � list of participating vendors

5: Calculate BidRatiovn � using Equation (15)

6: Calculate prvn � using Equation (14)

7: Calculate bid ′(vn ,bm ) � using Equation (16)

8: Calculate pr ′(vn ) � using Equation (17)

9: end for

10: Calculate bid_score (vn ,bm ) � using Equation (18)

11: α (vwin ,bm ) =min(bid_score (vn ,bm ))
12: ρ (vwin ,bm ) =min(bidvi ,bm

), where i ∈ N but vi � vwin

13: end for

ALGORITHM 3: Real-Time Resource-Allocation (RTRA)

1: Initialise: V = {v1, . . . ,vn } � potential vendors

2: Initialise: C = {Cv1 , . . . ,Cvn
} � available resources

3: Initialise: {base_price1, . . . ,base_pricen }
4: Initialise: LB , LW LV � queue of waiting buyers, queue of buyers waiting for vendors, & list

of participating vendors, respectively

5: Initialise: Tmax � maximum timestep in one episode

6: for t = 1 to Tmax do

7: Push all the requesting buyers in LB � set of buyer(s) are arriving randomly at each

timestep

8: /* Update List of Participating Vendors */

9: if participating � check for participating vendors

10: Push set of participating vendor(s) in LV

11: else

12: penalty on non-participating vendor(s)

13: /* First Allocate the Waiting Buyers */

14: if LW not empty

15: POP a single buyer bi from LW

16: else

17: POP a single buyer bi from LB

18: if not CANSCHEDULE(bi ) � CANSHEDULE() checks if there exists a vendor vj ∈ LV , s.t.

Cvj
≥ req(bi )

19: if d (bi ) ≤ t
20: PUSH bi to LW

21: else

22: Compute bid (vj ,bi ) ∀vj ∈ LV using Algorithm 1

23: Compute allocation and payment using Algorithm 2

24: end for
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Table 1. Types of Cloud Vendors

# vendor-type CPU (MIPS) RAM (MBs) Storage (MBs)

A 50 250 2,500

B 100 500 5,000

C 200 1,000 10,000

D 400 2,000 20,000

6 EXPERIMENTAL SETUP AND RESULTS

This section presents the results of the extensive simulation experiments performed to investigate

the performance of the novel RTRA algorithm. Throughout the experiment, we use the follow-

ing hyper-parameters for RTRA: (discount factor)λ = 0.9; learning-rate= 3e−4; as these hyper-

parameters gave good results. Towards this end, we compare the novel RTRA algorithm with the

following benchmarks:

• The combinatorial double auction resource allocation approach (CDARA) [41]—This

approach implements a fixed pricing strategy, wherein the vendor with the lowest bid is the

winner.

• The indicator-based combinatorial auction-based approach (ICAA) [24]—This ap-

proach implements a demand-based dynamic pricing strategy. Also, the vendor with the

lowest bid is the winner.

6.1 Experimental Setup

In the performed simulation experiment, we target to build an open-market cloud environment

with multiple cloud vendors. In this context, we considered a pool of cloud-vendors sampled

among four types of cloud vendors, characterised based on their total available resources, as listed

in Table 1.

In addition, similar to Reference [41], we set the base prices (base_price) for one unit of cloud

resources based on sampling the price from preset range of values. In particular, we set [10, 20]$,

[1, 5]$, and [5, 10]$ forCPU , RAM, and Disk Storage, respectively. Further, we extract the resource

request of the buyers from the Google Cluster Trace (i.e., Task Events Tables) [57], in which the

requested resource (CPU, RAM, Disk Storage) quantities are re-scaled values as discussed in Refer-

ence [57]. Therefore, we considered the maximum re-scaled value as one unit for each resource

type and then scaled all the requested units by it. Also, since the values of arrival-time, execution-

length, and deadline for each resource request is not publicly available in the dataset (i.e., Task

Events Tables). Therefore, similar to Reference [64], we simulate the arrival-time, execution-length,

and deadline using three random generators that takes values [1, 24] timesteps, [0, 12] timesteps,

and [1, 12] timesteps, respectively.

In this setting, we train the RTRA algorithm for 10, 000 training episodes, each of length

Tmax = 2, 000 timesteps. Then, we evaluate the performance of the RTRA algorithm in four differ-

ent experimental settings concerning the number of available vendors, i.e., with four, six, eight, and

twelve cloud-vendors. For all the above four experimental settings, we evaluate the performance

based on average performance in 150 cycles of 1, 000 episodes each. Finally, all the algorithms are

implemented in Python 3-based framework SimPy [32], and the experiments are performed on Intel

Xeon 3.6 GHz six-core processor with 32 GB RAM.

As the objective of this research is to not only enhance the performance of the vendors but also

safeguard the preference and utility of the buyers, therefore, we evaluate the performance of the

novel RTRA algorithm based on the performance of vendors and buyers, as discussed in the next

subsections.
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Fig. 2. Cloud vendor revenue.

Fig. 3. Cloud vendor penalty.

6.2 Evaluation Based on the Performance of Vendors

In our experimental setting, the performance of the cloud-vendors are measured based on three

parameters as follows: (1) average revenue: which is the average of all the revenues earned by

each vendor during the 150 evaluation cycles, (2) average penalty: which is the average of all the

penalties imposed on each vendor during the 150 evaluation cycles; (3) fairness: which is the ratio

of the number of never-won vendors to the total number of vendors. This ratio indicates the active

participation of vendors in the auction, and its lower value depicts the existence of the bidder drop

issue; (4) the participation rate of vendors: which is the total number of buyers to whom the vendor

has offered its resources; (5) the Non-participation rate of vendors: which is the total number of

buyers to whom the vendor could not offer its resources because of not having enough available

resources; (6) the losing rate of vendors: which is the total number of buyers to whom vendor has

offered its resources but lose in the auction.

From Figure 2, it can be observed that when the number of cloud vendors increases, the revenue

in all algorithms decreases simultaneously. This is observed because revenue is divided among

the cloud vendors. Overall, it can be observed that, for all four cases, revenue is maximum in the

RTRA algorithm. In particular, when cloud vendors n = 12, revenue in RTRA algorithm is twice as

compared to revenue in ICAA algorithm. An interesting observation here is, although in CDARA

and ICAA the prices are fixed, revenue for both the algorithms are different in all the cases, except

when n = 8. This seems to suggest that allocation rule plays an important rule in such a dynamic

environment.

However, Figure 3 shows the average penalty imposed on cloud vendors. It can be observed that,

with the increase in cloud vendors, competitiveness increases, so the penalty also increases. In all

three algorithms, the difference in their average penalty does not have a significant change.

Further, we evaluate the fairness in all the algorithms with the change in the number of cloud

vendors. From Figure 4, it is evident that fairness ratio is highest for RTRA algorithm in all the

four cases. This suggests that the available resources in RTRA algorithm are allocated optimally
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Fig. 4. Fairness among cloud vendors.

Fig. 5. Rate of participation in RTRA vs. RTRA-Fairness.

by giving non-partisan chance to all the cloud vendors, thus increases the availability of resources

with the cloud vendors. Also, with the increase in the number of cloud vendors, fairness ratio in

RTRA increases more rapidly as compared to the other two benchmarks. In particular, for n = 12,

the fairness ratio value is significantly (60%) higher as compared to the other two algorithms.

To provide one more evidence of a reduction in bidder drop problem with the inclusion of prior-

ity based fairness mechanism, we compare the participation rate of 12 vendors in RTRA algorithm

with and without fairness mechanism, wherein all other experimental settings were the same. Also,

in both scenarios, all the vendors had the same resource capacity and resource base prices. From

Figure 5, it is evident that in RTRA without fairness, vendors 1, 2, 4, 7, 8, 9, 11, 12 are the participat-

ing and others are not participating. Out of which, vendors 2, 7, 11 have the minimum participation

rate. However, in RTRA-FAIRNESS with fairness mechanism, vendors 3, 5, 6, 10 are also starting to

participate, which were not in the previous scenario. Also, the participation rate of vendors 2, 7, 11

are improved as compared to the previous scenario.

Furthermore, to provide an evidence of optimal resource utilisation, we would observe the

participation/non-participation of cloud vendors in all the algorithms, wherein n = 12. From Fig-

ures 6 and 7, it can be observed that participation/non-participation of the vendors are fluctuating

in different algorithm. However, the behaviour of any particular vendor is observed similarly

in all three algorithms. For instance, vendors 2 and 3 are the least participating and maximum

non-participation, whereas participation of vendors 1, 8, and 12 are highly participating (least

non-participation) in all the three algorithms. This is possible because certain vendors have higher

available resources as compared to other vendors. Overall, the participation of cloud vendors

in RTRA algorithm is boosted as compared to the benchmarks, which again reflects the optimal

utilisation of the available resources.

Finally, from Figure 8, cloud vendors in RTRA have a lower rate of losing in the auction as

compared to other algorithms. This suggests that RTRA effectively models the allocation rule and
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Fig. 6. Rate of participation. Fig. 7. Rate of non-participation.

Fig. 8. Rate of losing.

pricing rule for the cloud vendors, such that cloud vendors selectively participate in the auction

with an optimal bid that increases their chances of winning. Also, an interesting observation is

cloud vendors 9 and 11, which have worst performance in ICAA algorithm, brilliantly perform

in RTRA algorithm. Therefore, from the above results, it becomes clear that the proposed RTRA

approach is capable of boosting the performance of cloud vendors in the open market cloud

environment.

6.3 Evaluation Based on the Performance of Buyers

In this subsection, we evaluate the performance of all potential buyers based on three parameters,

namely, (1) paid to max-bid (PMB): which is the average ratio of the prices that are paid by

the buyers for their requested resources to the maximum bidding price. This parameter denotes

the margin between resource cost that buyer bears with resource allocation mechanism to the

cost that buyer would have paid without any mechanism. Since, in this research, we consider

a free market, wherein buyers do not have any resource valuation, buyers focus on buying the

resources at the minimum possible price in the considered market. In this context, the utility of

the buyer cannot be directly computed, so it is computed based on this ratio, which intuitively

resembles the price paid with the mechanism to price paid without any mechanism. This parameter

is significant, especially for RTRA algorithm, where the final selling prices (i.e., bids) are optimised

by the broker. Also, in our experimental setting, the base price of the resources for every vendor

are sampled from the same range of values in all three algorithms. Therefore, vendors cannot

manipulate their final selling prices (i.e., bids) and it purely depends on RL-based Equation (6); (2)

average waiting time: which is the average time all the potential buyers wait before their resource

request is allocated to one of the potential vendors; and (3) Success Rate: which is the ratio of

the average number of buyer’s requests which were finished to rejected during the 150 evaluation
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Fig. 9. Paid per max bid ratio.

Fig. 10. Average waiting time.

cycles. Note that a higher success rate does not show the effectiveness of the mechanisms, it only

denotes the reliability of the OME.

From Figure 9, it becomes evident that the potential buyers that use the RTRA approach pay

marginally lesser prices for the requested resources as compared to the maximum offered prices

by the bidding vendors. Although there is very little change in ratio with the change in the number

of cloud vendors, the ratio decreases with the increase in the number of cloud vendors, except in

the ICAA, wherein the sinusoidal-like pattern is observed. Overall, this highlights that price paid

by the buyers is not affected in the RTRA algorithm, since the base price was the same for all the

algorithms.

On the contrary, from Figure 10, the waiting time for the potential providers decreases with the

increase in the number of cloud vendors. Overall, it is visible from Figure 10 that waiting time is

least in the RTRA algorithm as compared to other algorithms.

Finally, from Figure 11, the ratio rejection rate decreases with an increase in the number of cloud

vendors. This suggests that the gap between the finished and rejected buyers decreases with the in-

crease in the number of cloud vendors. However, it is interesting to observe that, at n = 8, the ratio

reaches its lowest level and hereafter becomes steady. This suggests the gap between the finished

and rejected remains steady and does not fall below 0.1, and there is no effect of change in the

number of cloud vendors. In this context, except for the threshold point, the ratio remains higher

in the RTRA algorithm as compared to the other two algorithms. This demonstrates the capability

of the RTRA approach to achieve a higher success rate, thus higher resource reliability in the OME.

Thus, we also showed that the proposed approach is capable of boosting the performance

of buyers in an OME. However, from the experimental results, it is observed that in the RTRA

algorithm, the revenue of the vendors is higher, so one might conclude that buyers in RTRA

algorithm have to bear the extra cost. However, this is not fully true, as the success rate in

the RTRA algorithm is also higher, i.e., the number of allocated buyers is more, which would
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Fig. 11. Rejection rate: Ratio of buyers’ resource request rejected to finished.

have also led to higher revenue. In the end, even if prices in RTRA algorithm are proved to be

marginally higher as compared to other algorithms, it benefited with lower waiting time and

higher reliability, as compared to other algorithms. Because maximising the revenue for vendors

along with minimising the cost for buyers at the same time is not purely practical. Therefore, in

the RTRA algorithm, we showed that price paid by the buyers are the best price within a particular

setting, which was reflected using PMB ratio. Overall, it highlights that the proposed approach

demonstrates its ability to address both the real-time pricing and fair vendor elicitation problems

while boosting the overall performance of the open market cloud environment.

7 RELATED WORK

In the past, a mechanism based on different techniques, such as game theory [3, 56], stochastic

programming [12], genetic algorithm [46], and so on, have been proposed to address the challenges

related to optimal resource allocation. However, this research utilises an auction mechanism to

allocate a bundle of requested resources in OMEs. In specific, we deploy a combinatorial auction

paradigm, as we focus on multiple types of resource allocation, i.e., instances of bandwidth, CPU

time and memory space, and so on. In such an auction paradigm, the focus is to model optimal

allocation policy and payment policy to maximise social welfare. In specific, we adopt first-come-

first-serve allocation policy and optimal pricing policy for the bidding vendors. In designing both

of the policies, the primary objective is to ensure social-welfare in the market.

In 1981, Myserson [36], in its nominal work, put forward the necessary conditions for design-

ing an optimal auction paradigm. In this context, different properties associated with an optimal

auction paradigm are Incentive-compatibility, competitiveness, fairness, and so on. Later, based

on the nominal work, different class auction paradigms were studied, namely, generalised second-

price auction [4], Vickrey auction [47], double auction [49] for combinatorial auction [19]. These

different classes of auction paradigms were used in different types of OME, not limited to wireless

networks [8, 17, 35], energy grids [10, 23], advertisements [9, 30], cloud markets [2, 33], vehicu-

lar network [27], and so on. However, in the existing approaches, all the challenges in optimal

allocation were not addressed. For instance, Bo et al. [2], proposed a decentralised approach for

multi-resource allocation in a market-based environment. However, in this research, buyers were

expected to buy each resource separately in sequence of auctions instead of single auction.

Further, Schwind et al. [44] proposed a combinatorial auction-based mechanism for simultane-

ous resource allocation in grids. This mechanism improved the resource utilisation of the grid,

but at the cost of providers’ utility. Then, Teo et al. [51] proposed VCGbased mechanism. In this

mechanism, participants’ dominant strategy was to reveal the true valuation. Therefore, this mech-

anism was stable and efficient. However, later, Rothkopf [40] listed the proofs to show that VCG
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mechanism was practically impossible to implement without any strict assumptions. In this regard,

recently, in 2016, Prasad et al. [38] proposed combinatorial auction-based resource allocation ap-

proaches in cloud computing. These approaches focused on maximising the utilities of both the

participants. However, these approaches were based on a fixed pricing policy. Therefore, it led

to lesser revenue for the vendors when there are fewer supplies and higher demands in the mar-

ket. Consequently, adapting the pricing-rule based on the dynamics of supply and demand is very

crucial and also a challenging task [17, 33]. In this regard, Pourebrahimi et al. [37] proposed a con-

tinuous double auction mechanism for resource allocation in the grid. This approach was adopted

by stock markets worldwide, and it is a very popular mechanism. However, it could only handle

a single resource request instead of multiple resources; also, later, Reference [41] found that it has

lower resource utilisation.

Besides, fixed-pricing leads to less competition because of monopoly [26] of a set of bidding

vendors, which has the lowest possible prices, as those vendors keep winning in consecutive auc-

tions. Therefore, to maintain competitiveness [29] through avoiding monopoly in the environment,

vendors should be able to adjust their prices based on the market situation. In the past, dynamic

pricing policies were studied using different techniques. For instance, statistical models based on

dynamic policies [24, 26, 54]. However, those statistical models adapt to static or gradually chang-

ing environments, thus fail to adapt to the overall dynamics of supply and demand in the OMEs.

Later, to address these issues, Schoenig et al. [43] proposed Single-Item auctions, wherein the ven-

dor is not aware of all the upcoming future requests. However, this approach focused only on the

dynamics of the buyers (i.e., demand) and did not address the dynamics of vendors (i.e., demand).

Furthermore, to handle the dynamism of OMEs, machine learning techniques [5, 13, 15] were

implemented for resource provisioning within a single business market. In this context, a machine

learning-based non-linear approximation function was used as a pricing function to maximise the

social welfare of the vendors. As those techniques were vendor-centric and failed to address dif-

ferent buyers-centric preferences, such as resource quality, completion deadline, and so on. Also,

all those approaches model an optimal approximation function, purely based on the past data, and

considered important game-theoretical parameters for designing an optimal auction mechanism

[36], such as buyers’ quality uncertainty,5 i.e., their private values, is used in determining the ap-

propriate vendor for a certain buyer. Besides, the selling price of resources depends on the overall

supply and demand in the market. However, the vendor is not aware of the resource availability

with the other vendors in the market. In this regard, knowledge of buyers’ preferences and the total

estimated supply in the market plays a key role is real-time pricing and vendor selection. There-

fore, learning techniques, especially RL-based [16, 45, 50], attempted to estimate and include these

parameters. Besides, RL-based model-free algorithms give similar performance as a model-based

framework and are easily scalable [52]. However, existing RL-based approaches only considered

the dynamics of the buyers and assumed an existence of constant supply of resources.

Similar to the real-time problem discussed in this research, display advertisement domain is also

time-sensitive. In this domain, designing the price for dynamically generated advertisements is a

challenging task. In this context, Yuan et al. [61] and Zhang et al. [65] proposed a real-time bid

optimisation approach based on linear programming. However, those approaches could not handle

the real-time complexity of the pricing policy. Lately, to handle this real-time complexity, many

RL-based approaches have been proposed for display advertisement [11, 22, 58]. Therefore, RL

techniques proved to be suitable for such real-time problems. However, those models considered a

single-auction paradigm with a single vendor and dynamically arriving bidders. However, in this

research, we focus on markets with dynamically arriving and leaving vendors and buyers. Apart

5Preference of a buyer for a particular vendor over other vendors.
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from the above challenges, a mechanism should observe fairness in resource allocation. In specific,

the mechanism should give a fair chance to all the participants, especially the bidders, to improve

the social welfare in the environment [6] and also the resource availability in the market [39]. In

this regard, Jiang et al. [21] proposed a Nash equilibrium-based cooperative mechanism, which

focused on enhancing the overall resource utilisation. However, using this approach utility of in-

dividual vendors was not improved. Apart from this, the inclusion of fairness in the mechanism

is essential to handle the bidder drop problem. Bidder drop problem [7] in the market, thus again

leads to monopoly.

To sum up, all the existing pricing policies are based on either static mathematical models or

inefficient learning techniques, thus fail to address all the challenges associated with designing

an optimal pricing policy for OMEs. To handle the complexity and dynamism for the resource

allocation problem in OMEs, in this work, we propose a reinforcement-learning-based pricing

mechanism enabled with SAW [1]-based fairness strategy for fair real-time resource allocation

problems.

8 CONCLUSION

This article proposes a novel real-time fair resource allocation learning approach in OMEs. In this

approach, on behalf of bidding vendors, the broker optimises the selling price based on the real-

time pricing algorithm. This real-time pricing algorithm is built using the RL technique. Also, we

introduce a profiling scheme that models the overall uncertain supply and demand in the market

based on past allocations. Also, to address the bidder drop problem in the market, we deployed a

priority-based fairness mechanism. Towards this end, based on experimental results, we demon-

strate the performance boost of all the participants in the novel RTRA mechanism.

As our future work, we would like to focus on some issues left that have not yet been addressed

in this research. In this context, the future direction is as follows: (1) Scalability: investigating the

performance of the real-time pricing algorithm and impact on learning model (i.e., convergence)

with the increase in the number of participants; (2) Selective Bidding: considering different social

and quality preferences of the vendors while bidding for the requesting buyers; (3) Buyers’ Social

Welfare: investigate the effect of the pricing scheme on the budget of the buyers, as in this research,

we assume that buyers do not have any budget constraints; and (4) Coalition: it would be interest-

ing to encourage cooperation among the competing participants. For example, vendors share their

resources or buyers combine their resource request and maximise their overall utility.
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