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Abstract: Existing crop recommender related to either binary classification or multiclass classification. This paper 

presents conglomerate crop recommendations which consist of a number of different and distinct crops that are 

grouped together. In this work we focus on transferring knowledge from single label output prediction to multiple label 

predicted output for a given input data instances. We proposed ESCT algorithm i.e. Ensemble Supervised Clustering 

Techniques in our research work. ESCT provides a combined approach of conventional clustering and enhanced 

supervised clustering methodology to optimize the conglomerate recommendation. We are focusing on K-mean 

clustering for conventional approach and ICCC i.e. Inter cluster correlation coefficient to achieve enhancement in 

supervised clustering. In conventional K-mean clustering there is a big challenge on how to optimize the k-value of 

clustering which directly affects the convergence of the clusters. To resolve this problem, we mainly apply function 

approximation on K-Value which provides us with better clustering and fast convergence. Existing methods for inter-

clustering do not adequately address one of the key challenges i.e. exploiting correlations between labels and that is 

achieved by ICCC algorithm. This model provides learning and prediction of unknown observation by using Back 

propagation MLL algorithm which provides improved performance. 

Keywords: Recommender, Supervised Clustering, ESCT, BP-MLL, ICCC, K-Mean Clustering 

 

1. Introduction 

All India is moving towards a more and more 

digitized world and now the future is here which can 

adapt to more advanced and evergreen technology like 

Artificial Intelligence, Machine Learning, Deep Learning, 

IoT etc. ML is the subset of Artificial Intelligence but AI is 

the discipline like physics which contains theory and 

methods. Our main research is working on one of the 

machine learning problems i.e recommendation systems 

in the agriculture sector. As per the world agriculture 

statistics, India ranked fifth largest producers with 80% 

of agricultural produce items [1]. In the agriculture sector, 

more research has been going on in Crop Yield 

Prediction, Crop Disease prediction, Fertilizer 

recommendation system, crop monitoring, Precision 

agriculture, crop recommendation system [2]. In this 

paper novel research is incorporated to provide 

Conglomerate Crop Recommendation System. 

Existing crop recommender system is based on 

binary classification of single crop or multiclass 

classification in which single input vector is mapped with 

either binary predicted label for single crop i.e.  “YES” or 

“NO” or “1” or “0” whereas in multiclass classification a 

problem is with more than two classes [3]. But we are 

dealing with the problem where an input vector is 

assigned to group of multiple classes or labels called as 

Multiple Label Classification (MLC).This type of 

classification is the addition of the traditional binary and 

multiclass classification machine learning models in 

which all independent variables of single input data 

instance is assigned to group of dependent output 

variables called as labels [4]. 

      MLC is an abundant task in real world 

scenarios. So, to achieve the better performance of this 

type of classification particularly in the crop 

recommendation system   we have proposed Ensemble 

Supervised Clustering Techniques (ESCT). Initially the 

k-mean algorithm is used as a traditional approach for 

unsupervised clustering irrespective of the number of 

clusters. As we are using labelled crop data set further 
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k-mean algorithm is enhanced by using function 

approximation model which is used for supervised 

clustering [5]. K-mean method is extensively used in 

numerous clustering domains because of its simple 

complexity and better convergence characteristic in 

terms of identifying similarity between homogeneous 

clusters within the data. Main issue in this algorithm is 

that the value for a set of clusters should be given on a 

prior basis which directly affects the convergence result 

of homogeneous clusters [6]. So to tackle this issue 

function approximation algorithm is used which analyse 

purity and penalty after selecting the value of K. There 

are four different algorithms for deciding an accurate 

value for set of clusters namely Silhouette Coefficient, 

Gap Statistic, Elbow method and Canopy method [7]. 

Many researchers proved that every above-mentioned 

algorithm for K-value selection has its own 

characteristics. Out of those algorithms, the elbow 

method gives better performance by using Sum of 

Squared Error (SSE) as an evaluation metric which 

crosses the value of k and finds infection point. This 

method has a simple complexity so mostly preferred to 

select a number of which is further analysed and verified 

by function approximation algorithm for cluster analysis 

[8]. 

Furthermore, ESCT uses inter-clustering 

Correlation Coefficient Clustering to find out relations 

between inter-clusters formed by the K-mean clustering 

technique. Existing methods for inter-clustering do not 

adequately address one of the key challenges i.e. 

exploiting correlations between labels and that is 

achieved by ICCC algorithm derived from Inter clustering 

concept [9]. All the data observations are generated from 

k mean cluster analysis with function approximation 

algorithm which constructs the clusters with each one 

containing a composite set of closely located 

observations based on a Euclidean distance metric 

between data points [10]. Then ICCC algorithm is 

applied on this distribution of data clusters to find out 

correlation between two clusters to achieve Inter 

Clustering correlation. The main objective is to group 

these data clusters together if their principal correlation 

coefficient is satisfying the minimum distance [11].  

Crop recommender model has been provided 

which considers the crop data set having soil and 

whether parameters of the historical data by using 

Ensemble Supervised Clustering Technique (ESCT) 

instead of using only conventional approach. Later 

ESCT model has been enhanced with multi-label 

learning for predictive analysis of multiple crops by using 

Back propagation algorithm neural network classifier 

which gives better performance as compared to other 

MLL algorithms [12]. This model recommends multiple 

crops to the farmers which can help to increase the crop 

yield instead of taking the same and same crop from 

many years which further leads to soil erosion problem 

[13].  

The paper proposes a multi-label prediction 

method for Conglomerate crop recommendation which 

consists of Ensemble Supervised Clustering Techniques 

(ESCT) and Inter cluster correlation coefficient (ICCC) 

using K-means clustering algorithm. A main challenge in 

conventional K-means clustering is the determination of 

the optimal value of K which directly affects the 

clustering results. To resolve this issue, this study mainly 

applies a function approximation method. 

Our research contribution towards paper is a 

Scalable, incremental, ensemble supervised clustering 

multi-label classification algorithm, i.e. ESCT-BPMLL 

(i.e. Ensemble Supervised Clustering technique for Back 

Propagation Multi-label Learning) has been developed. 

This system has been successfully designed and 

implemented with an evaluation of different performance 

metrics such as hamming loss decreased, one error, 

ranking loss and average precision increased by 

0.072%. These results have been validated by 

experimentation and same presented in the result 

section. 

 

2. Related work 

Literature review on the crop recommender       

model defines the diverse methods such as collaborative 

recommender system, content and fusion based hybrid 

recommender system by means of issues found in the 

working of the mentioned systems in the reference [14]. 

Some recommender system has been proposed for 

precision-based agriculture to predict a output in terms 

of crop by compelling the data set of soil input features 

by using general machine learning techniques as SVM 

and ANN explained in detail in the provided reference 

[15]. Crop prediction system based on the demand or 

request is developed the crop yield and crop price by 

using nonlinear regression model and sliding window 

technique on historical data [16]. Many researchers has 

done research on crop recommendation system by 

using various ML techniques which recommends the 

right crop to produce in the farm based on research data 

of various soil and whether parameters [17]. 

In literature review many researchers proved 

that    ensemble clustering achieves better than a single 

approach in most of the applications as it provides a 

diverse approach between various clustering techniques 

[18]. Ensemble approach can excellently increase the 

efficiency through assimilating numerous techniques 

compared with a single technique, which has been 

proved in most of the existing research [19, 20]. 

Fundamentally ensemble approach provides two major 

techniques as ensemble classifiers and ensemble 

clustering [21]. In this paper, our research focuses on the 

ensemble clustering technique, and the main goal is to 

combine multiple bases clustering to obtain a possibly 

improved and more robust performance. The superiority 

of the base clustering plays an essential role in the entire 

ensemble process. Ensemble approach is very popular 
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as various base clustering can apply combined to make 

the clustering more efficient and better.  

K-mean clustering gives superior performance 

and due to its simplicity and fast convergence we use 

this type of clustering as base clustering for Ensemble 

technique [22]. Cluster analysis by using k-mean 

technique need to be use optimistic value for K i.e. 

number of clusters but in reality it is mostly difficult to 

define. K. Hansen and P. Salamon solved this difficulty 

by summarizing the various techniques to optimize the 

value for k through their experimental demonstration and 

analysis with definite representation [23]. Kittler et al, 

proved that execution of k-mean clustering is faster than 

the other conventional clustering methods due to use of 

euclidean distance as a similarity measure for cluster 

analysis. This clustering model reduces the iteration for 

comparing different clusters and saves the cost for 

computations [24].    

After applying the traditional clustering 

approach, to optimize the value of K, a function 

approximation algorithm is used which comes under the 

supervised clustering category. Numerous approaches 

for supervised clustering is used to intensify the 

accurateness of the particular clustering model namely 

Clustering Function Approximation (CFA), Conditional 

Fuzzy Clustering (CFC), Alternation Fuzzy Clustering 

(AFC) algorithm explained           precisely in the 

reference [25, 26].These   algorithms has been applied 

in different domains as per specified in existing work 

[27].From above mentioned research study it has been 

concluded that function approximation supervised 

clustering is extra effective with respect to both 

computation time and performance as compare to fuzzy 

clustering and alternative fuzzy clustering algorithms. 

CFA algorithm is used as a complete model to 

approximate the function used for supervised clustering 

to provide optimized results for cluster analysis [28]. 

Existing work presents various algorithms which 

are used to find the distance between inter clusters like 

Distance based algorithms, Hierarchical based 

algorithms in which clusters are grouped again in the 

later phase [29]. But these algorithms did not address 

the correlation between inter clusters to analyze the 

relationship between the multiple class labels. In our 

proposed work this problem is addressed and resolved 

by a novel view of ICCC algorithm i.e. Inter Clustering 

Correlation Coefficient.  

 For developing the predictive modelling multi-

label version back propagation neural network algorithm 

is used analysis of this algorithm is experimentally 

demonstrated in the reference paper [30]. In existing 

research work this algorithm is evaluated with other 

multi-label learning techniques namely BOOSTTEXTER 

boosting style algorithm, ADABOOST. MH 5 decision 

tree-based algorithm, RANK-SVM ranking and kernel-

based support vector machine algorithm practically 

explained in the reference [31]. All above mentioned 

algorithms are general purpose program transformation 

multi label algorithms. From above related work 

researchers conclude that global error function used by 

the Back propagation neural network optimize the 

performance as compared to normal error function [32]. 

In our proposed work ESCT-BP-MLL is compared by 

Basic Back Propagation, FW, MAIAC, PLST, RAKEL. 

Whereas FW is the Four Class Pairwise (FW) method 

trains a multi-label base classifier for every pair of 

classes. MAIAC is a multi-label classification algorithm 

using auto-encoders which transforms the labels using 

layers of auto encoders. PLST is Principle Label Space 

Transformation it uses Singular Value Decomposition 

method (SVD) to generate a matrix that transforms the 

label space. RAKEL is a multi-label classification with 

Random K-label sets which defines a feature set. 

  

3. Ensemble Supervised Clustering 

Techniques Algorithms 

In this section, first we provide the problem 

definition of our conglomerate crop recommendation 

scenario. Second, we present the initial approach of 

Ensemble clustering i.e. k-mean clustering algorithm 

with function approximation for validating the number of 

clusters. Third, we extend ensemble clustering by using 

ICCC algorithm i.e. Inter correlation coefficient 

algorithm. In the fourth section we analyzed prediction of 

conglomerate crop by using Backpropogation learning 

algorithm for Multi-label classification. 

 

3.1 Problem Definition 

In the auxiliary Data Matrix there are 11 input 

features present, some features are related to soil 

properties and some are related to weather properties. 

Mapping of Auxiliary with target variables are defined 

as,|𝐷|𝑋,𝑌 ↔ |𝑋𝑌|𝑖,𝑗 where X=Input feature matrix and Y= 

{1, 2, 3, 4, 5….k} be the finite set of labels. In the target 

data there are 9 dependent variables as Y= { 𝑌1 , 𝑌2 , 

𝑌3……𝑌𝑘} where k=1 to 9.Training data set given as 𝑋 

={𝑋1, 𝑋2, 𝑋3……𝑋𝑚} where (m=No of input features), for 

Row1 ( 𝑅1 to  𝑅𝑖)  and 𝑅𝑖 = {𝑋11, 𝑋12, 𝑋13 … . 𝑋𝑖𝑗} .In first 

pass cluster analysis has been applied on Intra Clusters 

by using k-mean clustering with a function approximation 

algorithm that is an ensemble approach. The resulting 

data matrix is defined as,  𝑋𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = |𝑋|9∗11  from 

𝑋𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 = |𝑋|2500∗11 .Then For further optimization 

Dimensionality reduction technique is apply to get 

relevancy of attribute on 𝑋𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 data matrix. We will 

get further reduced data matrix as 𝑋𝑅𝑒𝑑𝑢𝑐𝑒𝑑=|𝑋|9∗9 from 

𝑋𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = |𝑋|9∗11 and target vector matrix=|𝑌|1∗9. Final 

hypothesis is h: 𝑋 →𝑌2 from transformation of matrix 𝑋 

→ 𝑌𝑇 which has been achieved in the second pass by 

using Inter correlation coefficient technique. This 

technique is applied on a reduced matrix to get the 

distance between inter clusters. For this we need to 

convert 𝑋  →  𝑌  to 𝑋 → 𝑌𝑇  where 𝑌𝑇 = 𝐼 (I=identity 
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matrix).Once the hypothesis has been achieved we will 

get the  multi-label data which is further used to build the 

prediction model by Back Propagation Multi-label 

Learning Algorithm (BP-MLL) which works more 

efficiently on the resultant Multi-label data set. 

 

3.2 K-mean Clustering with function 

approximation (K-CFA) 

In this section, we briefly describe the K-mean 

clustering with FA (Function Approximation) algorithm. 

Given a set of n I/O data vectors X → f(x) representing 

an unknown mapping function of f(x). The main goal is 

to find this unknown function which can act as a fitness 

function for cluster analysis and mainly for validation of 

the number of clusters. As this is a function 

approximation problem, it is necessary to incorporate the 

output variable into the clustering algorithm. So, we are 

using a traditional approach first that is k-mean 

clustering. The K-mean algorithm is a simple iterative 

clustering algorithm. For a given auxiliary data set X 

containing n multidimensional data points and the target 

data Y is to be divided, the Euclidean distance is 

selected as the similarity index as shown in below 

equation 1. 

𝑑(𝑋, 𝑌) = √∑ (𝑥𝑘 − 𝑦𝑘)2𝑛
𝑘=1    (1) 

Where, n is the number of dimensions, 𝑥𝑘  and 

𝑦𝑘are the k-th attribute values of X and Y.  

However, the K-value of clustering needs to be 

given in advance and the choice of K-value directly 

affects the convergence result. To solve this problem, we 

use the elbow method for the K-value selection 

algorithm. The basic idea of the elbow rule is to use a 

square of the distance between the sample points in 

each cluster and the centroid of the cluster to give a 

series of K values. The target of the clustering is to 

minimize the sum of the squares as given in following 

equation 2.  

𝑑(𝑥𝑖, 𝑐𝑘) = ∑ ∑ ‖𝑥𝑖 − 𝑐𝑘‖2   𝑛
𝑖=1

𝑘
𝑘=1   (2) 

𝜕

𝜕𝑐𝑘
=

𝜕

𝜕𝑐𝑘
∑ ∑ (𝑥𝑖 − 𝑐𝑘)2𝑛

𝑖=1
𝑘
𝑘=1   

=∑ ∑  
𝜕

𝜕𝑐𝑘𝑖
(𝑥𝑖 − 𝑐𝑘)2𝑛

𝑖=1
𝑘
𝑘=1  

=∑ 2(𝑥𝑖 − 𝑐𝑘)𝑛
𝑖=1  

Let Equation (2) be zero, then 𝑐𝑘 =
1

𝑛 
∑ 𝑥𝑖

𝑛
𝑖=1  

The sum of squared errors (SSE) is used as a 

performance indicator. Iterate over the K-value and 

calculate the SSE. Smaller values indicate that each 

cluster is more convergent. When the number of clusters 

is set to approach the number of real clusters, SSE 

shows a rapid decline. When the number of clusters 

exceeds the number of real clusters, SSE will continue 

to decline but it will quickly become slower as shown in 

the experimental results and discussion section. 

K-CFA algorithm further demonstrated by using 

fitness function to approximate the function f(x). We used 

the following fitness function which validates the number 

of clusters analyzed by elbow method of K-mean 

clustering as shown in following equation 3. 

O.F. =min (f(x)) 

F(x) =Impurity(X) +β*Penalty (k) 

Where𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦(𝑋) =
𝑁𝑜 𝑜𝑓 𝐼𝑛𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑡 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠

𝑛
, 

and  

𝑃𝑒𝑛𝑎𝑙𝑡𝑦(𝑘) = { √
𝑘−𝑐

𝑛
, 𝑘 ≥ 𝑐 0, 𝑘 < 𝑐    (3) 

Where n being the total number of observations 

and c being the number of classes. The parameter β (0< 

β ≤2.0) determines the penalty that is associated with the 

numbers of clusters k, in a clustering. Higher values for 

β imply larger penalties for a higher number of clusters. 

The main goal of fitness function is to minimize the value 

of f(x). So minimum value of fitness function will 

approximate the results of clustering and that clustering 

is considered as better clustering. This fitness value is 

compared with the sum of squared errors (SSE) 

calculated by equation 3. We found the following 

relationship between No of clusters (k), Value of SSE, 

and value of f(x) as shown in following expression 4. 

𝑓(𝑥) ∝K ∝
1

𝑆𝑆𝐸
        (4) 

From the above equation it has been observed 

that no of clusters k is inversely proportional to SSE and 

directly proportional to f(x). So, fitness function gives us 

optimal value for number of clusters which can be 

demonstrated in the experimental results and discussion 

section. Hence, we have solved the big challenge of K-

mean clustering that is how to optimize the k-value of 

clustering which directly affects the convergence by 

using K-CFA algorithm. Above equations are 

demonstrated in experimental results and discussion 

sections. 

 

3.3 Inter Correlation Coefficient Algorithm for 

Inter Clustering (ICCC) 

Cluster analysis and validation of K-CFA 

algorithm further extended to find out distance between 

inter clusters. Correlation-based distance considers two 

objects to be similar if their features are highly 

correlated, even though the observed values may be far 

apart in terms of geometrical distance. Pearson 

correlation distance is used to find out the relationship 

between two inter clusters. This measures the degree of 

a linear relationship between two clusters that is already 

defined by our previous algorithm K-CFA. So this type of 

Inter clustering is known as supervised clustering. The 

correlation coefficient ‘r’ takes values from –1 (large, 

negative correlation) to +1 (large, positive 

correlation).This value has been calculated by using 
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following equation 5 and we use Absolute Pearson 

Correlation distance the absolute value of the Pearson 

correlation coefficient hence the corresponding distance 

lies between 0 and 1. After the initial k points are 

determined, we need to fill the clusters by means of 

defining an optimization problem by finding out the 

distance between two clusters k and j. 𝑥𝑖
→𝑗

 is the input 

vector which is related to cluster j and 𝑥𝑖
→𝑘is the input 

vector related to cluster k. Thus, we calculate the 

correlation coefficient of the corresponding integer 

vectors for these two clusters j and k, denoted as corr 

(𝑥𝑖
→𝑗

, 𝑥𝑖
→𝑘) as shown in below equations (5, 6, 7, 8). 

 𝑑𝑐𝑜𝑟𝑟(𝑥𝑖
→𝑗

, 𝑥𝑖
→𝑘) = 1 −

∑ (𝑥𝑖
→𝑗

−𝑥𝑖
→𝑗

)𝑛
𝑖=1 (𝑥𝑖

→𝑘−𝑥𝑖
→𝑘)

√∑ (𝑥
𝑖
→𝑗

−𝑥
𝑖
→𝑗

)
2

𝑛
𝑖=1 ∑ (𝑥𝑖

→𝑘−𝑥𝑖
→𝑘)

2𝑛
𝑖=1

    (5) 

For cluster j, 

𝑥𝑖
→𝑗

= (𝑥𝑖,1
𝑗

, 𝑥𝑖,2
𝑗

, … . , 𝑥𝑖,𝑛𝑖

𝑗
)     (5.1)                                                                                                           

For cluster k, 

𝑥𝑖
→𝑘 = (𝑥𝑖,1

𝑘 , 𝑥𝑖,2
𝑘 , … . , 𝑥𝑖,𝑛𝑖

𝑘 )      (5.2) 

𝑑(𝑥𝑖
→𝑗

, 𝑥𝑖
→𝑘) = 𝑑(𝑥𝑖

→𝑗
, 𝑥𝑖

→𝑘)     (6) 

      For representing the correlation between 

inter clusters consider a matrix model 𝑀𝑛𝑥𝑘 is a Boolean 

matrix, whose elements depict the belonging inter 

clusters. Each row of the array represent an  𝑥𝑖(𝑖 =

1,2, … 𝑛)  objects) and each column is a cluster 

𝑌𝑗(1,2, … 𝑘; 𝑘 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠).If an element of this 

Boolean matrix 𝑥𝑖𝑗 takes a value equal to 1, it implies that 

the object i belongs to cluster j, otherwise, when  𝑥𝑖𝑗 

takes a value equal to 0, it means that object i does not 

belong to cluster j as shown in the following matrix [48]. 

𝑀𝑛×𝑘 = 𝑋1 𝑋2 ∶  𝑋𝑘 [𝑌1 𝑌2 . . 𝑌𝑘  ]      (7) 

      The sum of elements of each row shows 

number of labels that an object can belong to a single 

group of clusters having multiple labels or 

classes:∑ 𝑚𝑖𝑗
𝑘
𝑗=1 = 1; ∀𝑖= 1,2,3 … . , 𝑛. This sum predicts 

the group of conglomerate recommendations of crops 

used as a predicted dependent variable in our data set. 

The sum of each column shows the size of each cluster, 

 ∑ 𝑚𝑖𝑗1
𝑛
𝑖=1 = 𝑒𝑗; ∀𝑗= 1,2,3 … . , 𝑘.in this way inter clustering 

has been achieved and we have reached to the final 

hypothesis which is h: 𝑋  → 2𝑦  defined in above 

correlation matrix 𝑀𝑛𝑥𝑘 from transformation of matrix.  

  𝑋 →Y. Following the above hypothesis proved 

by correlation matrix, we pose this problem as a linear 

correlation problem, the objective function (O.F.) is given 

by the expression. This will be experimentally 

demonstrated in the Experimental results and discussion 

section. 

𝑂. 𝐹 = 𝑚𝑖𝑛 (∑ ∑ 𝑑(𝑥𝑖
→𝑗

, 𝑥𝑖
→𝑘), 𝑋𝑖,𝑗

𝑛
𝑖=1

𝑘
𝑗=1        (8)

  

 

3.4 Backpropogation Neural Network Multi-

label learning (BP-MLL) 

An intuitive approach to solving a Multi-label 

problem is to decompose it into multiple independent 

binary classification problems. This kind of method does 

not consider the correlations between the different labels 

of each instance and the expressive power of such a 

system can be weak which has been proved by 

researchers in the reference. In this paper, a neural 

network algorithm named BP-MLL, i.e., Back 

propagation for Multi-label Learning, is proposed, which 

is the first Multi-label neural network algorithm defined 

as below. The basic architecture of BP-MLL is described 

in the reference. 

Let {𝑋𝑖}𝑖=1
𝑖 ⊂ 𝑅𝑛 denote the auxiliary domain of 

instances and let  𝑌 ⊂ 𝑅𝑑 be the output data set. y= {1, 

2, 3 …k} be the finite set of labels. Given a training 

set𝑄 = {(𝑥1, 𝑌1), (𝑥2, 𝑌1), … , (𝑥𝑚, 𝑌𝑚)}    

 (𝑥𝑖 ∈ 𝑋, 𝑌𝑖 ⊆ 𝑦) drawn from unknown distribution 

D, the objective of learning system is to output a multi-

label classifier as defined in the matrix of above section 

and in the hypothesis as h: 𝑋  → 𝑌2  which optimizes 

some specific evaluation metric. The goal of Multi-label 

learning is to predict the label sets of unseen instances, 

an intuitive way to define the global error of the network 

on the training set could be BP-MLL is derived from the 

popular Back propagation algorithm through replacing its 

error function with a new global error function defined to 

capture the characteristics of Multi-label learning as 

shown in the following equation (9, 10, 11). 

𝐸 = ∑ 𝐸𝑖  𝑚
𝑖=1      (9) 

𝐸𝑖 = ∑ (𝑐𝑗
𝑖 − 𝑑𝑗

𝑖)
2

 𝑘
𝑗=1     (10) 

Where 𝑐𝑗
𝑖 = 𝑐𝑗(𝑥𝑖) is the actual output of network 

on 𝑥𝑖 on the 𝑗𝑡ℎ class and 𝑑𝑗
𝑖 is the desired output of the 

𝑥𝑖 on the 𝑗𝑡ℎ class, which takes the value of either 1 (j 

∈𝑌𝑖) or 0(j ∉𝑌𝑖). 

The error function defined in equation (10) 

concentrates only on single label discrimination, i.e., 

whether a particular label belongs to the instance 𝑥𝑖 or 

not; it does not consider the correlations between the 

different labels in 𝑌𝑖 should be ranked higher than those 

not in 𝑌𝑖. These characteristics of multi-label learning are 

appropriately addressed by rewriting the global error 

function as follows: 

𝐸 = ∑ 𝐸𝑗 =𝑛
𝑗=1 ∑

1

|𝑌𝑗|

𝑛
𝑗=1 ∑ )𝑛

(𝑘.𝑚)∈𝑌𝑗×𝑌𝑗
   (11) 

The right hand side of the equation (11) defines 

the error of the network on the ith multilable training 

example(𝑥𝑖 , 𝑌𝑗) .Hence 𝑌𝑗  is the complementary set of 

𝑌𝑗 in y.This term  𝑐𝑘
𝑗

− 𝑐𝑚
𝑗

 measures the difference  

between the outputs of the network on one label 

belonging to 𝑥𝑖(k ∈𝑌𝑗) and one label not belonging to it 
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(m ∈  𝑌𝑗 ). If this difference is bigger it gives better 

performance. The negation of this difference is fed to the 

exponential function in order to severely penalize the 

𝑖𝑡ℎ error term if 𝑐𝑘
𝑗

 is much smaller than 𝑐𝑚
𝑗

.The 

summation in the 𝑖𝑡ℎ  error term takes account of the 

accumulated difference between the outputs of any pair 

of labels with one belonging to  𝑥𝑖   and another not 

belonging to 𝑥𝑖 .  In this way, the correlations between 

different labels of 𝑥𝑖  i.e., labels in Y  should get larger 

network outputs than those in 𝑌𝑗 , are appropriately 

addressed. BP-MLL consumes much more time in the 

training phase than all the other algorithms. So we are 

using a reduced data matrix resulting from an ensemble 

process to create a BP-MLL model for predicting the 

multiple crops or Conglomerate crops as shown in the 

following figure 1. 

 

4. Experimental Results and Discussion 

In this section, we first present the description of 

the datasets then in the second section we define an 

evaluation metric. In the last section we present the 

evaluation of results of all the algorithms used in 

ensemble process and for multi-label learning with the 

comparison of other methods. 

 

4.1 Description of Dataset 

Our Proposed algorithm on crop dataset has 

been collected from annual reports of the year 2021-22, 

2019-20 and 2017-18, from Maharashtra 

http://agricoop.nic.in/  (Ministry of Agriculture and 

Farmers welfare). Total 11 features have been used in 

the data set including one class label attribute. This 

dataset contains total 2.5 ∗ 103 Data Instance detailed 

Statistical analysis of data is described in the following 

table1. 

 

4.2. Performance Evaluation Parameters 

Evaluation parameters for clustering are 

introduced in the following section.  

Sum of Squared Error (SSE) is the most 

common measure, for each point, the error is the 

distance to the nearest cluster.  To get SSE, we square 

these errors and sum them as shown in equation 12.   

𝑆𝑆𝐸 = ∑ ∑ 𝑑𝑖𝑠𝑡2(𝑚𝑖 , 𝑥)𝑘
𝑥∈𝐶𝑖

 𝐾
𝑖=1     (12) 

Class impurity, Impurity(X) measured by the 

percentage of minority examples in the different clusters 

of a clustering X A minority example is an example that 

belongs to a class different from the most frequent class 

in its cluster. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Ensemble Supervised Clustering Technique for Conglomerate Crop Recommendation System 

http://agricoop.nic.in/
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Table1. Statistical data for features 

Input Features Data Type Statistics Values for Features 

in Max Mean Standard Deviation 

Soil_Ph Numeric 5.4 8.6 7.31 0.67 

N Numeric 25 175 86.107 43.997 

P Numeric 25 100 49.92 22.09 

K Numeric 10 100 43.86 24.91 

Soil_Depth Numeric 5 59 23.56 12.09 

Temperature Numeric 14 49 26.44 6.11 

Rainfall Numeric 50 1395 765.24 314.22 

Humidity Numeric 20 28 26.08 2.692 

Soil type Alluvial soil, Red Soil, Black soil, Arid soil 

Water storage Yes, No(can be taken as 1,0) 

Target 

Outcomes(DataType

:Categorical) 

CORN, COTTON, SOYABEAN, BAJRA, SUGARCANE, RICE, 

GROUNDNUT, WHEAT, JOWAR (multiple crops labels) 

A Fitness Function for Supervised Clustering In 

particular, we used the following fitness function in our 

experimental work (lower values for q(X) indicate a 

‘better’ solution) already discussed in the proposed 

algorithm section.  

𝑞𝑋 = 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦(𝑋) + 𝛽 ∗ 𝑃𝑒𝑛𝑎𝑙𝑡𝑦(𝑘)             (13) 

 

4.3 Evaluation of results of proposed 

Algorithms. 

From below results it has been observed that no 

of clusters k is inversely proportional to SSE and directly 

proportional to f(x) expression of equation 4 has been 

proved over here. The Elbow Method algorithm uses 

 SSE as a performance metric, traverses the K 

value, finds the inflection point, and has a simple 

complexity. The inadequacy is that the inflection point 

depends on the relationship between the K value and the 

distance value. Following figure 2 shows the inflection 

point at two values of k i.e. k=7 and k=9 and if the 

inflection point is not obvious, the K value cannot be 

determined accurately. 

Following table2 evaluate the results of very first 

proposed algorithm i.e. K-CFA. The main goal of this 

algorithm is to minimize the value of f(x) and compare 

with the result of SSE i.e. sum of squared error which is 

evaluated by using elbow method in K-mean clustering 

algorithm. But this method does not give a definite result 

for k-value selection. So function approximation function 

is used to solve this issue as the minimum value of 

fitness function will approximate the results of clustering 

and that clustering is considered as better clustering 

challenge to optimize the k-value of clustering 

which directly affects the convergence. So by using the 

fitness function i.e. q(x) of K-CFA algorithm k value has 

been validated by calculating class impurity and penalty 

for the value of k. From above results given in table2 it 

has been analysed that for k= 9 gives better clustering, 

minimum error and less impurity. Cluster analysis and 

validation of K-CFA algorithm further extended to find 

out distance between inter clusters by applying ICCC 

(Inter Correlation Coefficient algorithm) based on the 

following condition for correlation. 

𝑥𝑖
→𝑗

= { 1, 𝑟𝑐𝑜𝑟𝑟(𝑥𝑖
→𝑗

, 𝑥𝑖
→𝑘) ≥ 0.9 0, 𝑟𝑐𝑜𝑟𝑟(𝑥𝑖

→𝑗
, 𝑥𝑖

→𝑘) < 0.9 

      (14) 

Above results interpret the multi-label dataset 

now multi-label algorithm has been applied to train the 

model and give the conglomerate crop recommendation. 

ESCT-BP-MLL algorithm is compared with Basic Back 

Propagation, four class Pairwise method FW, Maniac - 

Multi-label classification using Auto encoders, PLST is 

Principle Label Space Transformation, RAKEL is a multi-

label classification with Random k Label sets. All these 

algorithms are related to adaptation methods for multi-

label learning instead of problem transformation 

methods. 

Following figure 3 (a,b,c,d) illustrates and 

validates how various metric values of ESCT-BP-MLL 

are comparable to other values in terms of Hamming 

Loss, One-Error, Ranking Loss and average precision. 

This result concludes that ESCT-BP-MLL gives 

better performance as compare to other multi-label 

learning. 
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Table 2. Evaluation of Crop Data set results for K-CFA algorithm 

K value SSE Class Impurity β Constant Penalty q(x) Execution Time(sec) Iteration 

K=1 3.9 × 103 0.2 0.4 0 0.2 0 1 

K=2 3.2 × 103 0.2 0.4 0 0.2 0.11 5 

K=3 2.8 × 103 0.2 0.4 0 0.2 0.06 11 

K=4 2.3 × 103 0.2 0.4 0 0.2 0.11 18 

K=5 2.0 × 103 0.2 0.4 0 0.2 0.13 21 

K=5 1.7 × 103 0.2 0.4 0 0.2 0.14 8 

K=7 1.4 × 103 0.2 0.4 0 0.2 0.09 13 

K=8 1.3 × 103 0.2 0.4 0 0.2 0.16 13 

K=9 1.0 × 103 0.2 0.4 0 0.2 0.14 7 

K=10 1.0 × 103 0.2 0.4 0.02 0.40 0.14 7 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The elbow method showing the optimal value of k 

Figure 3. The performance of different multi-label Algorithms for different evaluation metrics (a) 

Hamming loss. (b) One-error. (c) Ranking loss. (d) Average precision. 
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At the end after validating the results of ESCT-

BP-MLL, the multi-label learning algorithm gives 

minimum value for Hamming Loss, One Error and 

Ranking loss and Maximum value for average precision 

which gives the better performance for multi-label 

classification as shown in the following table 3. 

From the above results it has been observed 

that our research contribution is a Scalable, incremental, 

ensemble supervised clustering multi-label classification 

algorithm, i.e. ESCT-BPMLL (i.e. Ensemble Supervised 

Clustering technique for Back Propagation Multi-label 

Learning) has been developed. This system has been 

successfully designed and implemented with an 

evaluation of different performance metrics such as 

hamming loss decreased by 0.2 %, one error decreased 

by 0.5%, ranking loss decreased by 0.1%, and average 

precision increased by 0.2%. These results have been 

validated by experimentation and same presented in the 

table 3. 

At the end after applying grouping of inter-

clusters on results of Table3 we got conglomerate 

grouping of crops which is much more helpful for the 

farmers and also other agriculture experts in terms of 

crop management and yield improvement. And they 

would be properly educated regarding which crop to 

grow, and which not to grow. 

 

5. Conclusion 

In this paper, we presented a novel Ensemble 

approach of supervised clustering by using different 

techniques on crop data sets. This approach is further 

enhanced to get the relationship of multiple labels by 

applying correlation models on clustered data. This is 

further validated by applying multiple label learning. 

Results of this interpret BP-MLL gives superior 

performance as compared to other multi-label learning 

algorithms in terms of different evaluation criteria. Then 

inter-clustering- of multiple labels of crops provides the 

conglomerate crop recommendation rather than single 

label crop recommendation. This recommender system 

helps the farmers or any other agriculture experts in 

terms of crop management and yield improvement. And 

they would be properly educated regarding which crop 

to grow, and which not to grow. 
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