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Abstract 
 

In the realm of digital multimedia analysis, combating picture fraud stands as a critical endeavor, given the prevalence 
of manipulation facilitated by contemporary multimedia creation tools. The ease of copying, pasting, and tampering 
with digital images poses a significant challenge, altering the reality of the original image and constituting an illegal 
operation. While existing pixel- and transform-based methods have exhibited superior detection and estimation 
capabilities, they are not without limitations. This research proposes a novel texture-based approach for the 
identification of fake images, aiming to overcome the drawbacks of current methodologies. The suggested method 
proves effective in terms of detection ratio, offering a promising solution to the complexities introduced by 
contemporary multimedia manipulation. The extraction of texture features is accomplished using a discrete wavelet 
transform algorithm, enhancing the robustness of the forgery detection process. A crucial aspect of the proposed 
approach is the block creation method, implemented through the partition clustering approach. This facilitates the 
creation of blocks for both genuine and manipulated images, contributing to a comprehensive analysis. To validate the 
efficacy of the suggested method, extensive testing is conducted utilizing the well-known MFIC2000 dataset and 
MATLAB software. The outcomes of this research not only shed light on the advancements in texture-based forgery 
detection but also provide a practical and efficient solution address the challenges posed by picture fraud in the 
contemporary multimedia landscape. The proposed methodology contributes significantly to the evolving field of 
multimedia forensics, enhancing the arsenal of tools available for detecting and mitigating digital image tampering. 
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Introduction 

Digital image forensics heavily relies on the picture 

forgery detection procedure.  Forgery detecting 

software and technologies were employed for the 

picture analysis. Two images were needed for the 

picture forgery detection process: one original and 

one fake. There are several different picture 

forgery detection techniques being utilized 

nowadays (1, 2) the two methods of domain for 

picture forgeries are pixel-based and transform-

based, respectively, as a result of the sampling and 

processing of the image. The bogus photos were 

made using a variety of methods, including copy 

and paste, image slicing, image enhancement, and 

picture painting. This study suggests a brand-new 

picture faking technique. The wavelet transform 

function and clustering methodology are the 

foundation of the suggested strategy (3). The 

texture feature is provided by the wavelet 

transforms function. The texture characteristic of a 

digital image is crucial and lower in content. The 

block and pattern were created using the extracted 

texture feature. Clustering approach was utilized 

to create blocks and patterns using fake and 

authentic images. K-means clustering algorithm 

was utilized to conduct the clustering. Popular 

clustering technique K-means is simple to use for 

assessing patterns and blocks (4). The study 

proposes a novel approach for concealing data 

within images by combining cryptography and 

deep neural networks. By leveraging advanced 

techniques, the research demonstrates the 

effectiveness of securely embedding information 

in images (5). When comparing several block 

locations, evaluate the degree of similarity that 

exists between them. Person coefficient derivation 

was utilized to measure the similarity gap. The 

person coefficient quantifies how much the real 

and fake images resemble and differ from one.   

This is an Open Access article distributed under the terms of the Creative Commons Attribution CC BY 
license (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, 
and reproduction in any medium, provided the original work is properly cited. 
 
(Received 24th October 2023; Accepted 17th January 2024; Published 30th January 2024)



Bokefode et al.,                                                                                                                                         Vol 5 ǀ Issue 1 
 

782 

 

There are a number of drawbacks to the feature 

selection and region selection method used in 

texture-based photo fraud detection (6). 

Identifying how much the real and phony 

photographs resemble one another is the key 

challenge. Selecting detecting features in the best 

method feasible. The amount of noise in the image 

is more than the strength of the actual image. The 

edges of the manufactured picture are not precise. 

The majority of edited photographs are fakes. 

These types of constraints are minimized by the 

recommended method (7, 8). Several genuine and 

fake photos are used to assess the proposed 

approaches. Our experimental findings show that 

the suggested strategies are extremely appealing. 

With copy-move alone, copy-move with rotation, 

scaling, and reflection, the forgery is accomplished. 

During this process, an image database made up of 

real and fraudulent photographs is also produced 

(9, 10). The study presents a deep convolutional 

neural network tailored for age assessment using 

orthopantomography data. Published in Neural 

Computing and Applications in 2020, the research 

demonstrates the effectiveness of the designed 

network in accurately determining age based on 

dental imaging. This contributes to advancements 

in age assessment methodologies, particularly in 

the context of orthopantomography (11). With 

rotation, scaling, and reflection, the suggested 

technique achieves 99.12% accuracy in copy-move 

forgeries, respectively, and 100% accuracy in 

copy-move counterfeiting without post-processing 

(without changing the object's size or 

characteristics). To ensure higher effectiveness, 

we also added more random noise to the images; 

the detection accuracy was 98.23%. The proposed 

method and process of image forgeries are 

described in the aforementioned section (12). The 

research, presented at the International 

Conference on Machine Learning in 2020, focuses 

on leveraging frequency analysis for deep fake 

image recognition. The study highlights the 

effectiveness of incorporating frequency-based 

techniques in identifying manipulated images, 

contributing to advancements in deep fake 

detection methodologies (13). The study explores 

the use of deep convolutional neural networks 

(CNNs) for identifying materials in both 

photographic images and photorealistic computer-

generated graphics. Published in Computers, 

Materials &amp; Continua in 2018, the research 

demonstrates the efficacy of deep CNNs in 

accurately discerning the material composition of 

images. This contributes to advancements in 

material identification within diverse visual 

content (14). The research, published in IET Image 

Processing in 2018, introduces a Convolutional 

Neural Network (CNN) designed for detecting 

smooth filtering. The study demonstrates the 

effectiveness of the CNN in identifying the 

presence of smoothing filters in images, 

contributing to advancements in image processing 

techniques (15). The study provides a 

comprehensive bibliography of digital image anti- 

forensics and anti-anti-forensics techniques. It 

serves as a valuable resource for researchers by 

compiling relevant literature on the methods and 

countermeasures employed in the field of digital 

image forensics and its adversarial aspects (16). 

The study, published in the International Journal of 

Computer Network and Information Security in 

2019, introduces a passive approach for detecting 

image splicing. Utilizing deep learning and Haar 

wavelet transform, the research demonstrates the 

effectiveness of the proposed method in 

identifying manipulated images, contributing to 

advancements in image forensics (17). The study 

presents a method for image deblocking detection 

using a Convolutional Neural Network (CNN). The 

research showcases CNN’s effectiveness in 

identifying artifacts from image compression, 

contributing to advancements in image quality 

assessment and processing (18). The study, 

published in IET Image Processing in 2021, 

introduces a Dual Branch Convolutional Neural 

Network for copy-move forgery detection. The 

research demonstrates the network’s efficacy in 

identifying instances of image tampering, 

particularly in cases of copy-move forgery, 

contributing to advancements in digital image 

forensics (19). The research, presented at the 

European Conference on Computer Vision (ECCV) 

in 2018, introduces a Deep Convolutional Neural 

Network for detecting double JPEG compression in 

images with mixed quality factors. The study 

demonstrates the network’s effectiveness in 

identifying instances of double JPEG compression, 

contributing to advancements in image forensics 

and compression analysis (20). The study, 

published in the Journal of Physics: Conference 

Series in 2019, employs a deep learning approach 

for digital image forgery detection. The research 
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explores the efficacy of deep learning techniques in 

identifying various forms of image manipulations, 

contributing to advancements in digital forensics 

(21). The work discusses a method for 

determination of bone age including two steps the 

feature extraction and classification method. The 

feature extraction utilizes depth neural network to 

study the features of X-ray image, and the LBP 

features and GCLM features in the image are 

extracted (22) the segmentation is carried out.  

Discuss the feature extraction approach in part II. 

In paragraph III. Discuss the suggested approach. 

Discuss the analysis of the experimental results in 

part IV before moving on to section V to discuss the 

conclusion and future work. 

Various methods enhance the efficacy of spotting 

manipulated photographs. Digital forensics relies 

on metadata analysis, exposing inconsistencies in 

timestamps or compression artifacts. Deep 

learning, particularly Convolutional Neural 

Networks (CNNs) and Generative Adversarial 

Networks (GANs), proves effective in learning 

manipulation patterns. Error Level Analysis (ELA) 

detects variations in compression levels within 

images. Block chain and cryptography offer 

reliable timestamps and digital signatures for 

authenticity verification. Consistency checks, 

analyzing lighting, shadows, and geometric 

anomalies, play a crucial role. Image analysis tools, 

using metrics like SSI and PSNR, contribute to 

alteration identification. Forensic software, 

especially designed for Adobe Photoshop files, aids 

in scrutinizing digital alterations. However, 

challenges persist, requiring continuous research 

to stay ahead of evolving manipulation techniques. 

In image analysis, the applied transform function 

and clustering technique are integral components 

woven into the overall procedure to unveil 

patterns within images. The applied transform 

function, like Fourier or wavelet transforms, 

serves during preprocessing to modify pixel 

values, emphasizing certain features or 

suppressing noise. Concurrently, clustering 

techniques, particularly K-means clustering, 

categorize pixels into groups based on shared 

characteristics. This tandem approach begins with 

preprocessing, where the transform function 

enhances specific features. Feature extraction 

follows, utilizing the transformed image to discern 

essential information for subsequent analysis. 

Clustering comes into play during the feature 

extraction phase, grouping similar elements for a 

more structured representation. The clustered 

data is then subjected to pattern recognition, 

aiding in identifying structures or anomalies. 

Finally, this information informs decision-making, 

allowing for object identification, anomaly 

detection, or image classification. The synergy 

between the applied transform function and 

clustering technique enriches image analysis, 

providing insights into image content and 

facilitating diverse analytical objectives. The 

selection of specific transform functions and 

clustering algorithms depends on the unique 

characteristics and goals of the image analysis task. 

To assess the effectiveness of the transform 

function and clustering method in image analysis, 

various metrics like accuracy, precision, recall, and 

others play a pivotal role. Accuracy measures the 

overall correctness of the analysis, indicating the 

proportion of correctly identified patterns to the 

total. Precision gauges the reliability of positive 

identifications, revealing the ratio of correctly 

identified positive instances to all instances 

classified as positive. Recall, on the other hand, 

assesses the ability to capture all relevant patterns 

by identifying the ratio of correctly identified 

positive instances to the total actual positive 

instances. F1 score, combining precision and recall, 

offers a balanced metric, particularly useful when 

there's an uneven class distribution. These metrics 

collectively provide a comprehensive evaluation of 

the transform function and clustering method, 

offering insights into their ability to accurately 

identify patterns and contribute to the overall 

success of image analysis tasks. Regularly 

employing such metrics ensures a quantitative 

assessment, aiding in the refinement and 

optimization of the chosen methods. 
 

Feature extraction 
The lower content characteristic of a digital image 

serves as the foundation for the image counterfeit 

Detection technique. The three main categories of 

characteristics seen in digital images are color, 

texture, and form and size elements. For the study 

of picture fraud detection, the texture feature is 

one of the most crucial attributes. Use of a feature 

extractor was made for the extraction of texture 

features. The texture feature extractor used the 

function of the wavelet transform. The wavelet 

transform function is a popular tool for extracting 
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texture features. In essence, the wavelet transform 

function combines lower and higher Frequencies. 

Here are descriptions of the sampling procedure 

used to compare authentic and fake images. Here's 

a simplified, text-based representation of how 

clustering algorithms and transform functions 

behave differently when parameter values are 

changed. 

Transform Function 

Algorithm 

1. Apply a generic transform to an image. 

The transform involves multiplying each pixel 

value by a transform parameter. 

2. Behavior: Effect of Changing Parameter: 

Increasing the parameter intensifies features and 

may introduce noise. 

Decreasing the parameter softens features, 

potentially losing detail. 

3. Clustering Algorithm: 

Use the K-means clustering algorithm on the 

transformed image. 

Vary the number of clusters (k) as a parameter. 

4. Behavior: Effect of Changing Parameter: 

Increasing k may create smaller, more detailed 

clusters. 

Decreasing k might merge clusters, potentially 

oversimplifying the interpretation. 

5. Visualization: 

Display the original image, clustered image, and 

cluster centers for both default and changed 

parameters. 

Observe and compare how alterations in 

transform and clustering parameters impact the 

visual representation of the data. 

Adjusting parameters in the transform function 

and clustering algorithm influences the 

interpretation of images. 

Finding the right balance is crucial to avoid 

overemphasis or underrepresentation of features. 

This simplified overview highlights the key steps 

and outcomes when exploring the behavior of 

clustering algorithms and transform functions 

with changing parameters. 
 

Methodology 
The recommended method incorporates two 

algorithms: a wavelet transforms function and a 

clustering mechanism. The wavelet transform 

function provides the textural feature of the real 

and false images. After features from the original 

and faked images have been extracted, create a 

clustering pattern. Block matching was necessary 

for the cluster to develop in order to continue the 

detection procedure. 

 

 
Figure 1: The block diagram of the feature extraction method for a fake image 
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Algorithm 

Steps 1 a texture feature sample  

Equations [1] and [2] are used in the cluster 

mapping process to distribute the texture feature 

for the purpose of processing texture feature data 

mapping. 

𝑎(𝑖, 𝑗) =
( 𝑎∗(𝑖,𝑗)− 𝑎(𝑗))

(𝑎𝑚𝑎𝑥(𝑗)− 𝑎𝑚𝑖𝑛(𝑗))
                              [1] 

Creates blocks for the point-to-point comparison 

of the faked and genuine images: 

𝑎(𝑖, 𝑗) =
((𝑎𝑚𝑎𝑥(𝑗)− 𝑎

∗(𝑖,𝑗))

(𝑎𝑚𝑎𝑥(𝑗)− 𝑎𝑚𝑖𝑛(𝑗))
                           [2] 

Step 2 calculates the block's counterfeit image Q 

(b) value. 

{𝑎(𝑖, 𝑗)Ι 𝑗 = 1, 2… . , 𝑝} is block point for the pattern 

𝑏 =   [𝑏(1), 𝑏(2), … . . , 𝑏(𝑝)] as: 

𝑧(𝑖) =  ∑ 𝑏(𝑗)𝑎(𝑖, 𝑗),      𝑖 = 1, 2, …… . 𝑛
𝑝
𝑗=1            [3] 

Calculate the shared elements between the original 

and fake images. 

𝑄(𝑏) =  𝑆𝑧 𝐷𝑧                             [4] 

S_z and mapping D_z is specified in formula [5], 

where S_z is the similar block of the original image 

z (I), and D_z is the forged image block. 

{
 
 

 
 

𝑆𝑧 = √
∑ (𝑧(𝑖) −  𝐸(𝑧))2𝑛
𝑖 = 1

( 𝑛 − 1)

𝐷𝑧 = ∑.

𝑛

𝑖=1

∑(𝑅 − 𝑟(𝑖, 𝑗)) 𝑢(𝑅 − 𝑟(𝑖, 𝑗 ))

𝑛

𝑗=1

 

     [5] 

. 

[1] d(z(k), z(h)) is defined as the exact distance 

between two patterns of an authentic and faked 

picture.     [6] 

𝑑(𝑧(𝑘), 𝑧(ℎ))

=  √(𝑧(𝑘) −  𝑧(ℎ)) (𝑧(𝑘) −  𝑧(ℎ))  

=  √(𝑧(𝑘) −  𝑧(ℎ))
2
      

𝑘 = 1, 2, ……… . . , 𝑁; ℎ = 1, 2, ……… . . , 𝑁 

Step 4 evaluate how comparable the block pattern 

is. 

{
𝑠. 𝑡. ∑ 𝑎2(𝑗) = 1

𝑝
𝑗=1

1 ≥ 𝑎(𝑗) ≥  0
                                            [7] 

Step 5 declare the image's region to be fake. 

Equation (3) was used to validate the cluster of 

both images. 

 

Experimental result  
 All software performance characteristics are 

computed with this programme utilising both 

established and newly created method methods in  

 

the MATLAB simulation environment. This section 

defines the experimental data analysis using both 

current and new methodologies. Here, the false  

 

Table 1: Demonstrates that the performance assessment made use of segmentation and suggested 

techniques 
 

Variety of Images  

Name of Method 

 

FN 

 

FP 

 

Image-1 

Segmentation 17.405 35.060 

Proposed 14.027 32.060 

 

Image-2 

Segmentation 6.866 37.600 

Proposed 5.404 34.600 

 

Image-3 

Segmentation 12.753 32.543 

Proposed 11.654 30.757 

 

negative rate (also known as FN) and false positive 

rate (also known as FP) ratios of missed detection 

to fake images and false alarm to actual images, 

respectively, the detection error at the picture 

level is calculated using,  

 

FN=   | {forged pictures detected as original} | 

         | {Forged pictures} | 

FP=     | {Original pictures detected as forged} | 

           | {Original pictures} | 
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Figure 2: Displays the graphs of the comparative performance evaluation for the proposed approaches 

utilizing image-1 and segmentation for the FN And FP 

 

 

 

 
Figure 3: Displays the graphs of the comparative performance evaluation for the proposed approaches 

utilizing image-2 and segmentation for the FN And FP 

 

 

 

 
Figure 4: Graphs of comparative performance evaluation for FN and FP utilizing segmentation and 

recommended ways using image-3 are shown 
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Figure 5: Displays the graphs of the comparative performance evaluation for the proposed approaches 

utilizing image-1 and segmentation for the FN And FP 

 

 

 

 
Figure 6: Displays the graphs of the comparative performance evaluation for the proposed approaches 

utilizing image-2 and segmentation for the FN And FP 

 

Experimental results of the proposed Image 

forgery detection method with DWT and proposed 

method, with using various types of image 

database in which include such as Playground 

image, Forest image, Scene and water fall image. 

The entire image database extracted from the 

website search engine like Google etc. in the 

experimental process we perform these entire 

data base image and find the value of PSNR and 

FRR In both DWT and Proposed method (Table 1 

and Figure 1-6). 
 

Conclusion and future work 
This work presents a wavelet-based approach for 

grouping images that may be used to identify 

picture forgeries. The suggested approach made 

use of a cluster selection technique and data 

distribution technique. The suggested method 

utilised two images, one of which is authentic and 

the other is fake. Blocks of pattern are produced by 

the distribution of data using the partition 

clustering approach. The standard deviation 

calculation determines how much the actual and 

faked images differ from one another. The 

suggested approach was tested using the 

MFICC2000 standard forgery picture dataset and 

MATLAB simulation tools. The suggested approach 

increases the value of detection while decreasing 

the value of false negatives. In the future, feature 

optimisation techniques will be utilised to improve 

pattern creation during matching. 
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