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Outbreak prediction of COVID-19 for dense and
populated countries using machine learning
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Abstract The Coronavirus Disease-2019 (COVID-19) pandemic continues to
have a devastating effect on the health and well-being of the global population.
A continued rise in the number of patients testing positive for COVID-19 has
created a lot of stress on governing bodies across the globe and they are finding
it difficult to tackle the situation. We have developed an outbreak prediction
system for COVID-19 for the top 10 highly and densely populated countries.
The proposed prediction models forecast the count of new cases likely to arise
for successive 5 days using 9 different machine learning algorithms. A set
of models for predicting the rise in new cases, having an average accuracy
of 87.9 % + 3.9 % was developed for 10 high population and high density
countries. The highest accuracy of 99.93 % was achieved for Ethiopia using
Auto-Regressive Moving Average (ARMA) averaged over the next 5 days. The
proposed prediction models used by us can help stakeholders to be prepared
in advance for any sudden rise in outbreak to ensure optimal management of
available resources.
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1 Introduction

The SARS-CoV-2 coronavirus disease (COVID-19) disease originated in Wuhan,
China sometime during December 2019. Within a month, more than ten thou-
sand people were infected and hundreds died [1]. The initial outbreak caused
several deaths, as the medical systems were not capable of handling many se-
riously ill patients. Till July 23, 2020 there were 631,680 deaths [2] reported
across the world due to this pandemic. In a rapidly evolving pandemic, im-
proper analysis and predictions of the number of patients results in an ineffi-
cient distribution of medical resources. Limited medical facilities and misman-
agement of resource allocation can lead to additional severe cases and a decline
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Fig. 1 Proposed system flow diagram. The data on the spread of COVID-19 in the top
10 densely populated countries, viz., India, Bangladesh, the Democratic Republic of Congo,
Pakistan, China, Philippines, Germany, Indonesia, Ethiopia, and Nigeria were analyzed.
The data for all the countries was fed into 9 different machine learning algorithms to predict
the count of new cases for the next 5 days. These predicted values were compared with the
actual values that were found and the accuracy was calculated. The best outbreak prediction
model was selected for each country depending on the accuracy values obtained.

in recovery rates. To cope with this situation, predicting the new cases which
will arise in the future is very important. This can ensure optimal allocation
of medical resources in the affected regions.

Data science in the predictive domain is an emerging field. In this study
we have incorporated the principles of data science [3] for the prediction of
COVID-19 progression. The outbreak of COVID-19 seriously challenges every
government with regard to the capacity and management of public health sys-
tems in facing the catastrophic emergency [4]. The prediction model can help
hospitals and healthcare management to properly allocate resources, thereby
reducing the pressure and allowing the situation to be handled with relative
ease.

We developed and tested 9 different predictive algorithms for 10 countries.
It was noticed that the pattern of growth in the number of cases varied from
country to country. The basic approach for the predictions was to train the
models based on the dataset provided, but these models were not sufficiently
accurate, as they were trained on only one class of dataset. As a result, the
models were unable to accurately predict the number of new cases and, conse-
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Fig. 2 Prediction plots for the number of COVID-19 patients that would rise in the next
5 days for some countries where an exponential increase in the curve is expected or the
rise in the cases would remain constant. Various machine learning models were deployed
for predicting the outbreak. The black line shows the actual data, whereas the other colors
represent the predictions obtained using the different ML algorithms. The SVR model is
inefficient for most of the countries, whereas the ARIMA model gave comparatively better
results. The predictions for the countries can be seen more clearly from the snippets. (a)
The prediction plot for Indonesia indicates a rise in the curve as predicted by most of the
models. ARIMA shows a decline in the cases, whereas the ARMA model indicates a rise
in the curve. (b) Prediction plot for Nigeria. Apart from the ARMA model, all the other
models predicted an increase in the curve. (c) Prediction plot for Pakistan. SVR indicates a
sharp increase in the curve, whereas the other models show a constant rise in the number of
cases. (d) Prediction plot for Bangladesh. All the models indicate a constant rise in the cases,
whereas the SVR model shows an abrupt increase in the curve, indicating its inefficiency
for predicting the outbreak. (e) Prediction plot for India. The cases in India will increase
exponentially as predicted by the models, whereas the LRP model predicted the decline for
India.

quently, the existing techniques failed to utilize the resources in an optimized
way [5]. Insufficient training data is also one of the reasons for the models to
have low accuracy.

We tried 9 different standard machine learning (ML) algorithms for pre-
dicting the number of patients for the next 5 days. After getting a decent
accuracy of 85 %, we implemented these algorithms on datasets of different
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Fig. 3 Prediction for the next 5 days of the number of patients in different countries where
cases are likely to decrease in the coming days using 9 different machine learning algorithms.
The black line represents the real data obtained and the rest all colors show predictions using
different ML models. The predictions for the countries can be seen more clearly from the
snippets. (a) Prediction plot for Germany.The ARIMA and ARMA models indicate that the
count will remain constant for the coming days, whereas XGB shows a decrease in the cases.
(b) Prediction plot for Ethiopia. RGB shows a rapid decline in the number of cases, whereas
the ARMA model shows a slight decrease in the curve. (c) Prediction plot for the Philippines.
All the algorithms were inefficient in predicting the highly uneven number of cases seen in
the country. (d) Prediction plot for China.Training the dataset with some specific values, a
few algorithms such as LRP and BRR gave inappropriate results (e) Prediction plot for the
Democratic Republic of Congo. SVR and LRP show an increase in the number of cases.

countries. We selected 10 countries with the highest population and the highest
density for our work. By using the data of these countries, we trained stan-
dard prediction models using multiple ML algorithms and obtained different
accuracy for each of the models for different countries.The different models
gave high accuracy for different countries. However, there were variations in
accuracy because of the different trends of change in COVID-19 patients for
different countries.

The system flow diagram is shown in Figure 1. The 9 different machine
learning (ML) algorithms used were Auto-Regressive Moving Average (ARMA),
Auto-Regressive Integrated Moving Average (ARIMA), Support Vector Re-
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Fig. 4 Bar graphs depicting the error percentage and error bar for 5-day prediction by using
9 different ML models. The green color bar indicates the model with the least percentage
error, i.e., highest percentage accuracy. (a) For India, the ARMA model gave the highest
accuracy with an error bar of 0.42. (b) For Bangladesh, the LRP model gave the highest
accuracy with an error bar of 3.18 as compared to other models. (¢) The ARMA model
showed the least percentage error in comparison to other models for Ethiopia. (d) The LRP
model gave the least percentage error for the Democratic Republic of Congo. (e) In the case
of Nigeria, the ARMA model gave the least percentage error, although the error bar had
a value of 7.76. (f) For Germany, the ARIMA model gave the least percentage error, while
models like BRR and LR gave percentage error of more than 50 %
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Fig. 5 Bar Graphs depicting the error percentage and error bar for 5 days prediction using
nine different ML models. The green color bar indicates the model with the least percentage
error i.e. highest percentage accuracy. (a)For Indonesia, the ARIMA model gave the least
percentage error whereas it was seen that ARMA gave the highest percentage error as
compared to other models. (b) For Pakistan, the BRR model proved best for prediction.
(c)For the Philippines, none of the models gave accuracy that was expected. The percentage
error of all models was more than 40 %. (d)For China, the XGB model proved the best for
prediction while models like LR and SVR gave an error percentage of more than 70 %.

gressor (SVR), Linear Regressor (polynomial) (LRP), Bayesian Ridge Regres-
sion (BRR), Linear Regression (LR), Random Forest Regressor (RFG), Holt-
Winter Exponential Smoothing (HW), and Extreme gradient Boost Regressor
(XGB).

2 Literature review

Multiple research works have been carried out to predict the outbreak of
COVID-19. On the dataset of patients from STEMI, different classifiers used
for predictions were, namely, Logistic Regression, LogitBoost, Decision Tree,
NBC, Neural Networks, and the two versions of Bayesian Network Classifiers
[6]. Kumar et al. [7] used the ARIMA model for predicting the outbreak in
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the top 15 European countries. Tuli et al. [8] proposed an ML model that
can run continuously on Cloud Data Centers (CDCs) for accurate spread pre-
diction and proactive development of strategic response by the government
and citizens. Robust Weibull models fitted well on their dataset rather than
baseline Gaussian models. Petropoulos et al. [9] introduced an objective ap-
proach to predict continuation of COVID-19 by live forecasting. They produce
ten-days-ahead point forecasts and prediction intervals. A susceptible-exposed-
infectious-recovered (SEIR) metapopulation model was used to simulate the
epidemics across all major cities in China, with 95 % credible intervals [10].
Yang et al. [11] used the modified SEIR model to derive the epidemic curve.
They used an artificial intelligence (AI) approach, trained on the 2003 SARS
data, to predict the epidemic. Bhatnagar et al. [12] created a mathematical
model for predicting the spread of COVID-19 in countries using various types
of parameters and tested their model on real data of countries.

A segmented Poisson model was incorporated by the power law and the
exponential law as proposed by Zhang et al. [13] to study the COVID-19 out-
breaks in six major western countries. Maier et al. [14] have introduced a parsi-
monious model that captures the infected individuals and also population-wide
isolation practices in response to containment policies. Li et al. [15] studied
the transmission process of COVID-19. It used forward prediction and back-
ward inference of the epidemic situation, and the relevant analysis helped
relevant countries to make more appropriate decisions. Tomar et al. [16] have
used data-driven estimation methods like long short-term memory (LSTM)
and curve fitting for prediction of the number of COVID-19 cases in India 30
days in advance and the effect of preventive measures like social isolation and
lockdown on the spread of COVID-19. Kumar et al. [17] have applied cluster
analysis, to classify real groups of infectious disease of COVID-19 on a data set
of different states and union territories in India, based on their high similarity
to each other.

Wu et al. [10] forecasted the prediction for only the major cities of China,
whereas Zhang et al. [13] predicted for six major western countries. On the
other hand, the proposed methods forecast the count for 10 highly and densely
populated countries. SEIR, Poisson, ARIMA, and exponential smoothing model
were reported for COVID-19 count prediction. However, we have incorporated
9 different ML algorithms for the prediction and also trained our models with
the data of over 100 days, which was 3 times more than reported in the liter-
ature.

3 Methodology

Since COVID-19 is spreading rapidly, we considered the top 10 countries with
high population and high density for our outbreak prediction system. Since
COVID-19 spreads majorly through human contact, it was imperative to con-
sider only those countries with high density as well as high population. The
dataset of the countries, namely, Bangladesh, India, China, Pakistan, Ger-



Countries Density (km2) Population
Bangladesh 1116 164689383
India 420 1380004385
China 148 1439323776
Pakistan 250 220892340
Germany 235 83783942
Nigeria 223 206139589
Ethiopia 104 114963588
Democratic Republic of Congo 38 89561403
Philippines 320 109581078
Indonesia 144 273523615

Table 1 Top countries on the basis of population and density

many, Nigeria, Ethiopia, Democratic Republic of Congo, the Philippines, and
Indonesia have been used. Initially, we identified a list of 20 most populated
countries (Supplementary material S.10). Further, we obtained a list of coun-
tries with the highest population density (Supplementary material S.11). From
these two lists, we identified the top 10 countries having the highest density
as well as high population count (Table 1). We used 9 different machine learn-
ing algorithms for predicting the number of patients for the above-specified
countries.

The train data to test data partition was 94 % and 6 %, respectively. The
algorithms predicted the rise in the number of cases in the next 5 days for
the countries specified in Table 1. The testing run-time for these algorithms
varied between 2 to 5 seconds. The dataset was tuned by an iterative approach
between the normalized value of zero and one. For the tuning of individual
parameters, partial and full auto-correlation was used.

3.1 Auto-Regressive Moving Average (ARMA)

The ARMA model is simply the merger between AR(p) and MA(q) models,
namely: the AR(p) model, which tries to explain the momentum and mean
reversion effects often observed in trading markets (market participant effects)
and the MA(q) model, which tries to capture the shock effects observed in
white noise terms. These shock effects could be thought of as unexpected
events affecting the observation process, e.g. surprise earnings, wars, attacks,
etc. So first we loaded the dataset, and then divided it into a test set and a
train set. We trained the model based on the train set and test set comprised
of values for which we had to make predictions. Then we made an ARMA
model that was trained on the training data. In ARMA, the values of p and
q were put inside the order of the model. These values changed depending on
what the model fitted the best. Values of p and q are normally taken up to 6.
The values of p and q varied for different training datasets depending on the
best fit.

Suppose a series ag, a1, .....a;. To implement ARMA, we have to find the
difference between data at different timestamps and make a new series alto-
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gether. This difference that we take form the d parameter of the model. Let us
represent the new time series as zg, 21, ..., zt. The newly formed time series is
stationary and represented as z; = a(;11) — a;. Usually the value of d is taken
as 0 or 1.The last value of the z series will be given by:

p q
Z izt +Z 0 iCt—j +5t (1)
=0 7=0

Now if we want to predict the value at k' position, in future ie k > ¢, we have
to get the answer in the original series means we need a value of aj so we have
to thus convert the z series into a series and it will be done as:

k—1

ap = 21+ ap-1=2p2+ a2 = Z Zg—i +a (2)
=1

3.2 Auto Regressive Integrated Moving Average (ARIMA)

ARIMA is a class of models that explains a given time series based on its past
values, that is, its lags and the lagged forecast errors, so that the equation
can be used to forecast future values. An ARIMA model is characterized by
3 terms: p, d, and ¢, where p is the order of the AR term, q is the order of
the MA term and d is the number of differences required to make the time
series stationary. So first we loaded a dataset, then divided into a test set and
a train set. We trained the model based on the train set and test set comprised
of the values for which we had to make predictions. Then we made an ARIMA
model that was trained on the training data. The values of p, q, and d were
put inside the order of the model. These values changed depending on what
the model fitted the best. Values of p and q are normally taken up to 6 and d
varied between 0 and 1. The values of p, d, and q varied for different training
datasets depending on the best fit.

If there is given a time series lg, [, ...,l; and we want to predict the last
term that is l; , then let the predicted last term be represented as [;. The
actual last term will be given by:

q

ly = Bo + Z(Biltﬂ‘) + Z(%‘Etﬂ‘) + &t (3)

i=0 §=0
where Y-7_(B;il;—;) is Auto Regressive term, E?ZO(@Q_J») is Moving Average

term and &; is Error lag. Now for predicting l;,
. P q
Iy =Bo+ > (Bili-i) + Y _(djee—j) (4)
i=0 §=0
Only the Error lag term is not present. The values of p and q are determined

by ACF and PACF, where ACF stands for Auto Correlation Function and
PACF stands for Partial Auto-Correlation function.
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3.3 Linear Regression (LR)

It is a statistical approach for modeling the relationship between a dependent
variable and a given set of independent variables. All the values in the dataset
were plotted. After plotting the points, we created the best-fit line. A best-
fit line is the one that minimizes the error, i.e., it should have a minimum
difference between the actual and predicted values. We found the slope of the
line and also its y-intercept. After getting the equation of the line, we were
able to predict the new values, which is the number of patients in an individual
country. The expression for representing a line is given as y=mx + c¢, where
‘m’ is the slope. The formula for calculating the slope is
>z —z)?

where z and ¢ are the mean values.

3.4 Linear Regressor Polynomial (LRP)

We used the polynomial feature function provided by sci-kit learn library of
machine learning, where we can increase the power of the input variable and
then fit and transform it on any desired model. Firstly, we imported the nec-
essary libraries. We then imported the polynomial and linear regression func-
tions from sci-kit learn. We instantiated a polynomial feature function with
degree=>5 as a parameter. Then we fitted and transformed the input variable as
well as the list of days for which we wanted to make the predictions. After that,
we instantiated the linear regression model with parameters normalize=True,
and fitintercept=False and then fitted the model using a new list made by
applying polynomial features. Now we can use our model for predictions of
COVID-19 cases on any particular day by using the list made by applying
polynomial features to the list of days for which a prediction of COVID-19
cases is desired. Polynomial regression is a model based on a mixture of de-
pendent and independent variables represented by m and y, respectively, and
F,, is the polynomial function that tries to add variables of any power we need,
which gives us the best results with the dataset taken.

y=o0+ a1z +oagzd + ... apx” (6)
y:a0+2aixi+Fp (7)
i=1

Where,

m = number of independent variables,

y = dependent variable,

F, = Polynomial function (It tries to add variables of any power we need)
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3.5 Bayesian Ridge Polynomial Regressor (BRR)

Bayesian linear regression is an approach to linear regression in which the
statistical analysis is undertaken within the context of Bayesian inference. Here
also we have used a polynomial version of Bayesian Ridge Regressor to expose
the important relationship between the input variables and target variables,
which can further be used for prediction of COVID-19 cases on any random
day. We used a randomized search that needs dictionaries of parameters having
a different range of values as list of values and names of parameters as keys
that we need to experiment with in our model and see which set of parameters
gives the best results.

The model is defined with the parameters w, o, and A that are estimated
jointly during the fit of the model, with the regularization parameters and A
being estimated by maximizing the log marginal likelihood. The initial value
of the maximization procedure can be set with the hyperparameters a_init and
A_init. There are four more hyperparameters al, a2, A1, A2, of the gamma prior
distributions over e and A. These are usually chosen to be non-informative.

Bayesian Ridge estimates a probabilistic model of the regression problem
as described above. The prior for the coefficient w is given by a spherical
Gaussian:

PwlA) = N(w]0,A71,) (8)

The priors over o and A are chosen to be gamma distributions, the conjugate
prior for the precision of the Gaussian. The resulting model is called Bayesian
Ridge Regression.

3.6 Support Vector Regressor (SVR)

SVR is a powerful algorithm that allows us to choose how tolerant we are of er-
rors, both through an acceptable error margin(e) and through tuning our toler-
ance of falling outside that acceptable error rate. Our original training dataset
for every country was stated in a finite-dimensional state and so the sets to dis-
criminate were not linearly separable in that space. To resolve this problem,
our original finite-dimensional state was mapped into a higher-dimensional
space. By doing this we could find the prediction of different countries in a
non-linear approach. The model is defined as a comprehensive evaluation of
the gram matrix along with the predictors x(i) and x(j). The gram matrix
is a nxn dimensional matrix that contains the elements g(i,j). The process
comprises obtaining a non-linear SVM regression model by replacing the dot
product of the predictors with a nonlinear kernel function comprising G(x1,x2)
as ¢(z1) and ¢(z2) , where ¢(x1) comes out to be greater than G(x1,x2) and
@(x2) comes out to be less than the function modeled.

Some regression problems cannot be described adequately using a linear
model. In such a case, the Lagrange dual formulation allows the previously-
described technique to be extended to nonlinear functions (Primal formula).
Obtain a nonlinear SVM regression model by replacing the dot product 1:,1332
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with a nonlinear kernel function G(z1,x2) =< @(z1), ¢(x2) >, where ()
is a transformation that maps x to a high-dimensional space. Statistics and
Machine Learning Toolbox provides the following built-in semi-definite kernel
functions.

The Kernel function of linear dot product is as shown:

G(zj,xr) = x;xk (9)
The Kernel function of Gaussian is:
G(zj, ax) = exp(—|(z; — zx)?)) (10)
The Kernel function of Polynomial is:
Gxj,zx) = (1+ 225)" (11)

, where q is in {2,3...}.

3.7 Random Forest Regressor (RFR)

We used RFR, as it fits several classifying decision trees on various sub-samples
of our dataset and used averaging to improve the predictive accuracy and
control over-fitting. The sub-sample size was controlled with the maxsamples
parameter. We loaded the specific model into our training environment and
initiated all the parameters to random values. We got the same result every
time we ran the model on the given dataset. Then we fitted this model on the
dataset so that we could easily predict the number of COVID-19 cases on any
day using our trained model.

The Random forest regressor model comprises parameters such as the num-
ber of trees, the number of features represented by B and M, respectively. Here
the values of B and M are less than or equal to the dimensional value d. T'(7)
represents the tree at index i. The tree(7) is constructed in such a way that
at each node a random value from a subset of features is chosen considering
splits on those features only.

D= ((Z1,Y1)seveveveeneunn. (TnsYn)) (12)

where,
D = Observed data point
The parameters are,
B = Number of trees,
M = Number of features,
x; is d-dimensional vector,
B,M <d,
T; = treeT;
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3.8 XGBoost Regressor (XGB)

XGBoost stands for ”Extreme Gradient Boosting” and it is an implementa-
tion of gradient boosting trees algorithm. Firstly, we imported the necessary
libraries and instantiated XGBoost with nestimators=1000 and fit the model.
With this, we predicted the number of COVID-19 cases on any day we wanted.
In these ways, we used this model to get the number of COVID-19 cases on
any particular day using a dataset of actual COVID-19 cases used in training
the model.

The model is defined as a comprehensive mix of training losses and regu-
larization measures along with squared loss function summed up in an interval
varying from 1 to n. The purpose of optimizing training loss is because of its
assistance in predictive models, while regularization enhances the generaliza-
tion of simpler models. Additive boosting is with y and A as hyperparameters.
Approximation techniques such as Taylor approximation have been used in
generating the model.

n K
Obj = UyssG) + Y A fi) (13)
i=1 k=1
where

ZE(%’? ¥i) = TrainingLoss (14)

i=1

K
2(fr) = Regularization (15)

k=1

LO) =Y @ — )’ (16)

where L(6) is loss function and 37 (; — v;)? is the squared loss.

3.9 Holt-Winters Exponential Smoothing (HW)

For this model we considered the seasonality to be additive. This means that
the forecasted value for each data element is the sum of the baseline, trend, and
seasonality components. We use ¢ to denote the frequency of the seasonality,
i.e., the number of seasons in a particular period. With the additive method,
the seasonal component is expressed in absolute terms in the scale of the
observed series, and in the level equation the series is seasonally adjusted by
subtracting the seasonal component. The value of periods also varies depending
on the best fit and by analyzing the graph of training. So we loaded a dataset,
and then divided it into a test set and a train set. We trained the model based
on the train set and test set comprised of values for which we had to make
predictions. Then we did exponential smoothing on the training dataset with
seasonality as additive. This model consists of periods over which we want
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exponential smoothing to take place. The value of periods varies depending
on the best fit and by analyzing the graph of training.

The Holt-Winters seasonal method comprises the forecast equation and
three smoothing equations, one for the level I;, one for the trend b;, and one for
the seasonal component s;, with corresponding smoothing parameters «,5 and
~. Within each period, the seasonal component will add up to approximately
zero, i.e., Y. S; = 0 for a particular period. Mathematically, Holt Winters
Additive Model is represented as:

Forecast = Estimated level + Trend + Seasonality at most recent time
point

Series equation is represented as:

Y/t+h|t = ly + hby + St h—c(kt1) (17)

The series has Level (I;),Trend (b;) + Seasonality(s:) with ¢ seasons.
Level equation is represented as:

lt = a(yt — St—c) + (]. — Oé)(lt_l + bt—l) (18)

The level equation shows a weighted average between the seasonally adjusted
observation (y; — S;—.) and the non-seasonal forecast (I;_1 + b;—1) for time t.
Trend equation is represented as:

by = B(ly — li—1) + (1 — B)bs—1 (19)

The trend equation is identical to Holt’s linear method.
Seasonality equation is represented as:

se =yt —li—1 —bi—1) + (L — )8t (20)

The seasonal equation shows a weighted average between the current seasonal
index, (y; — l;—1 — bt—1), and the seasonal index of the same season ¢ time
periods ago. The values of «, # and 7 usually range between 0 and 1

3.10 Hardware, Dataset and Software used

The models were trained on Windows 10 operating system with an 8th gen-
eration Intel i5 processor and 8 GB of RAM. The dataset was obtained from
ourworldindata.org [18]. All the models were trained on Google Colaboratory,
as well as Spyder using Python version 3.6.7 along with the assistance of li-
braries such as Numpy version 1.15, Matplotlib version 3.3.1, Pandas version
1.1.0, Scikit-learn version 0.23.1, XGBoost version 1.1.1, and Statsmodels ver-
sion 0.10.2.
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ARIMA ARMA BRR HW LRP LR RFR SVR  XGB
India 90.55 99.26 92.94 89.45 98.06 62.75 8591 92.16 89.42
+146  +£0.42 +578 +454 +221 +£467 +341 £6.16 +£89
Baneladesh 78.87 78.82 76.74 81.59 86.45 81.36 78.4 57.16 76.49
anglades +2.33 +230 4050 +£142 +3.18 +191 +014 +£645 +£79
Ethion 95.62 99.93 85.53 94.94 89.17 9274 5848  97.59 84.16
lopia + 0.53 +0.07 +£112 +£506 £353 +£148 £26 +240 +46
Indonesi 97.72 54.98 88.38 95.93 96.26 85.73  88.44  87.72 81.17
ndonesia + 1.87 +153 4+411 +155 +1.8 +£110 +£85 +£357 +1051
Nigori 84.36 98.06 81.71 95.17 84.01 85.27  82.04  59.35 85.56
geria +0.35 +776 +£055 +234 4163 +171 +£82 +624 481
Pakist 78.16 80.67 87.91 82.32 64.78 63.02 75.35  59.80 76.25
axistan +1.16 +319 £0.67 £532 £260 +£22 £56 £0.8 L£7.7
gemol;:ﬂam; 80.83 80.08 89.57 73.07 91.96 61.38 81.64  58.37 71.31
epublic o + 0.67 +88 +58 +11.13 +522 +£226 +81 +844 +7
Congo
a 85.39 85.38 19.85 73.56 74.24 28.17 7211 7441 74.77
ermany + 4.38 +746 +£718 £793 +£38 +£1864 +£36 £197 £35
Chi 77.89 73.45 70.44 80.10 49.87 14.94  72.86  22.97 82
ma +729 +£1689 +£893 +1551 40092 +£58 +35 +3.16 +8
Philinoin 43.98 43.89 46.68 40.04 44.36 36.51 27.36  50.54 16.21
ppInes 4 48 +353 +08 +238 +009 +038 +27 +1.38 +16

Table 2 Accuracy values for all 10 countries using 9 ML algorithms

4 Results

As shown in Table 2, we used 9 different machine learning algorithms to predict
the number of patients in 10 highly dense and populated countries. Among all
the models for the various countries, we achieved the highest accuracy of 99.93
% for Ethiopia by using the ARMA model. ARIMA gave an accuracy of more
than 85 % most of the time for almost all countries. Almost all the models
gave an accuracy of more than 80 % at least for one of the 10 countries, except
in the case of the Philippines.

We found different countries to have a different trend of increase or decrease
in COVID-19 patients. Not every ML algorithm could give a very high accuracy
for predicting the rise or fall in the cases for each country. Our results showed
that for Bangladesh, the LRP model showed the highest accuracy of 86.45 %.
For India, we got an accuracy of 99.26 % using the ARMA model. China had a
prediction value of 82 % using the XGB model. For Pakistan, the accuracy was
87.91 % using the BRR model. For Nigeria, the accuracy was 98.06 % using the
ARMA model. Democratic Republic of Congo showed the highest accuracy of
91.96 % by using the LRP model. Indonesia demonstrated the highest accuracy
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Method Model Used Accuracy (%)

Wu et al. [10] SEIR 95

Chintalapudi et al. [19] ARIMA 93.75
Poonia et al. [20] ARIMA 95
Gupta et al. [21] ARIMA 70

Our proposed method ARMA 99.93

ARIMA 97.72

BRR 92.94

HW 95.93

LRP 98.06

LR 92.74

RFR 88.44

SVR 97.59

XGB 89.42

Table 3 Comparison of methodologies reported in existing literature

of 97.72 % using the ARIMA model. For Germany, ARIMA gave an accuracy
of 85.39 %. Using the SVR model, we got a prediction accuracy of 50.54 % for
the Philippines.

Figure 4 shows bar graphs for different error percentages and their corre-
sponding errors for the next 5-day predictions. In the case of India (Figure 4
(a)), Ethiopia (Figure 4 (c)), and Nigeria (Figure 4 (e)), the ARMA model
gave the highest accuracy for the prediction as compared to the other models.
For Bangladesh (Figure 4 (b)) and Democratic Republic of Congo (Figure 4
(d)), the LRP model proved to be effective, although the accuracy in the case
of Bangladesh was low. In the case of Germany (Figure 4 (f)), the ARIMA
model gave the least percentage error, while models like BRR and LR gave
errors of more than 50 %. For Indonesia (Figure 5 (a)), the ARIMA model
gave the least percentage error, while the ARMA model was highly inaccu-
rate, with a very high error percentage. In the case of Pakistan (Figure 5 (b)),
the BRR model yielded better accuracy, whereas for the Philippines (Figure
5 (c)), none of the models made accurate predictions. The percentage error of
all models was more than 40 %. The XGB model proved best for prediction in
the case of China (Figure 5 (d)). A range finder code was written that helps
to improve accuracy. This code works on a range of predicted numbers from
all 9 algorithms, rather than actual predictions by the individual algorithms.
This combined approach helped us to improve accuracy by up to 8 %.

5 Discussions

It was not possible to get the results using all the 9 algorithms for each coun-
try as there were no specific trends observed. For the Philippines, we got a
very low accuracy because a sudden drop of around 1,400 cases to 0 was seen
and in the following day, the count increased by 4,500. Also because of the
change in the government rules, the COVID-19 count of the country changed
drastically. Due to this change, the proposed models were not able to make
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predictions with high accuracy. According to our dataset for China, a particu-
lar day had approximately 2,000 patients and after that day the rise observed
in the number of cases was approximately 13,000. The number of total patients
was observed to be around 15,000. All of a sudden, the number dropped by
11,000 the next day. The declining phase started after the drop for about the
next 100 days. Due to the peak value, our training dataset had to be changed.
We considered only those values after the peak where a declining trend could
be seen. To date, China shows a decline in the curve, and hence we considered
only the decrement values. The slope for China is decreasing, and hence the
values after the peak were considered. Also, after considering this, 2 out of the
9 models failed to show good accuracy for China. The raw data received from
countries like China and Philippines were not correct, because the government
policies changed on February 17, 2020 and July 6, 2020, respectively.

5.1 Comparison with other methods

As shown in Table 3, we have compared our methodology with the other
methodologies reported in the literature. Most of the literature has used the
ARIMA model for the outbreak prediction of COVID-19. We have used 9
different ML models for the prediction of COVID-19 on the top 10 densely
and highly populated countries. We achieved the highest accuracy of 99.93
%, which was high as compared to the other methodologies reported. The
highest accuracy was achieved by the ARMA model for Ethiopia. Poonia et
al. [20] achieved the highest accuracy of 95 % for India using the ARIMA
model forecasting. The ARIMA model for India achieved an accuracy of 90.55
%, which was high as compared to an accuracy of 70 % obtained by Gupta et
al. [21] using the ARIMA model and Exponential smoothing. In comparison,
the SEIR model implemented by Wu et al. [10] gave an accuracy of 95 % for
prediction in Wuhan.

5.2 Future scope

Although the overall accuracy achieved was very good, we are still trying to im-
plement prediction models using different algorithms that could give us higher
accuracy. We are also planning to get a single standard model that can be used
for any country, which may be a combination of different algorithms. We are
planning to develop such ML algorithms that could give us an approximate
duration of COVID-19 as a pandemic.

6 Conclusions

The study presented here outlines several technique of predicting new cases
that would arise in a few days in the near future in any region during an
expanding pandemic, so that there is the proper allocation of resources in those
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regions for higher recovery rates. The ARMA model gave the highest accuracy
for the prediction of COVID-19 cases for Ethiopia. From the results obtained
on all the models for all countries, it was found that ARMA proved to be the
best model for India and Nigeria. ARIMA was best for Indonesia and Germany.
LRP for Bangladesh and Democratic Republic of Congo. And BRR, XGB,
SVR proved best for Pakistan, China and the Philippines, respectively. We got
an accuracy of more than 80 % for all the countries except the Philippines by
any one of the 9 ML algorithms. The overall best model for the prediction was
ARIMA. Generating high-accuracy prediction that could help in an optimized
use of available resources along with pacing up the recovery graphs has been
the main aim behind this exercise. These regions could potentially benefit
from knowing the number of resources that they would need based on the
predictions of the model. This model could help in lowering the cost of dealing
with the pandemic and improve the recovery process in regions where it is
deployed.
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