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Abstract— With the advent of image processing and 
computer vision techniques, there has been huge 
research going on in the field of biometric 
classification and identification. On combining these 
techniques with machine learning, not only efficient 
but also smart applications can be developed. 
Biometric refers to measurement of various human 
body parts such as hands, fingers, face, etc. to 
distinctive features such as fingerprints, iris scan, etc. 
A sub branch of this field is hand gesture recognition 
which deals with classification of hand movements 
and signs. This paper shows how to classify those 
hand gestures using Computer Vision and Machine 
Learning algorithms and convert them into text and 
voice to facilitate communication between the hearing 
deficient and normal people. 
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 INTRODUCTION  
The field of computer vision is growing day by day 
with constant research in the fields such as object  
detection[1], face detection[2], biometric 
authentication[3][4] and much more. Computer 
vision combines the human visual perception with 
speed of computing to draw accurate results from 
an image or a video feed. Machine learning helps in 
finding patterns in each set of training data and 
provide accurate results for a test data by learning 
from those patterns. Combining this characteristic 
of computer vision and machine learning can lead 
to smart, efficient and reliable image classification 
systems. Image classification is a process of 
classifying/finding a match for an input image 
matching its features with the features of previous 
training sets.As the problem uses to computer 
vision the first step is to capture an image using a 
camera. While traditionally low resolution cameras 
are used for image capturing, Bay, 
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Herbert [5] approach uses Kinect. Kinect senses the 
depth at which the hand is located and thus helps in 
proper segmentation of and from the background. 
While webcam do not help in segmenting the image 
but the most important property they possess is, that 
they are cheap while Kinect are really expensive. 
Various image segmentation approaches such as blob 
detection, background subtraction etc can be used. 
Next step is to define various feature descriptors 
various feature descriptors based on edge information 
or using feature description methods such Harris 
methods [11] can be used. Mikolajczyk and 
Schmid[12] show comparison of such local 
descriptors For learning from these features, there are 
various methods such as Neural Networks, Machine 
learning, template matching etc. 
 
 

 SYSTEM DESIGN  
The overall design and workflow process is divided 
into the block diagram shown in fig1. 
 
A. Image Acquisition 
 

In Image Acquisition, the test image of 
hand sign is captured using a webcam. A webcam is 
a digital video camera used for basic image and 
video capturing and functions. Other methods for 
image acquisition include using an depth sensing 
camera which is used to segments out the object 
with least depth[5].  
 
 
 
 
 
 
 
 
 

 
Fig.1 System Design Steps 
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B. Grayscaling and Thresholding 
 

The test image taken is converted into a 
grayscale image and then thresholded to 
differentiate the hand sign from the background. 
For thresholding the image we are use Otsu’s 
method[5]. Thresholding is used for segmenting 
out the hand from the background. Thresholding 
can only be used for applications where there is 
uniform background. If a non-uniform background 
is used, then other methods should be implemented 
such as skin colour detection by converting the 
image into YCbCr[9][10] format. From the given 
two the latter is most preferred. The reason behind 
this is that while for different colours of skin Y 
component varies but the Cb and Cr component 
show the least variation. 
 
C. Image Resizing and Filtering 
 

For faster computation of the hand signs, 
image resizing is done and the noise present in the 
image is removed by applying median filters to the 
image. Median filtering[6] is used for removing salt 
and pepper noise from any grayscale image. The 
median filter maintains the sharpness of the image 
while removing its noise[7]. 
 
D. Feature Extraction from Test Image 
 

Feature extraction is a method of finding 
various distinctive features in the image. Here first 
the SURF[1] algorithm is applied on the image, this 
algorithm provides us with various feature 
descriptive features. The SURF algorithm is scale 
and orientation independent. SURF identifies the 
features in a image which show least effect of scale 
and orientation using Laplacian of Gaussian and 
2x2 Hessian matrix on the input image.  
 
 
 
 
 
 
 
 
 
 

Fig.2 SURF features descriptors 

E. Feature Matching Using KNN 
 

KNN is one of the most used machine 
learning algorithm in the field of Statistical pattern 
recognition. The working of KNN is quite simple, 
the feature vectors of the training set are first 
trained to produce a classifier. Once a classifier has 
been produced then the feature vectors from a test 
image are extracted and given to the classifier. The 

 
 
 
classifier looks for K nearest feature vectors for the 
given test feature vectors. This is done by finding 
the distance between the test and trained feature 
vectors. Various distance functions[13] such as 
Hamming distance, Euclidean distance, city block 
distance can be used to find the nearest 
neighbouring feature vectors. 
 

Consider the test image in fig(2), the 
image has two families of features: squares and 
triangles. Their houses are shown in the feature 
space. Consider a new feature creates a house in the 
feature space shown in the black circle. this house 
should be assigned to one of this feature family i.e.  
square/triangle. This process is called 
Classification. From the image, it is very easy to 
determine that square is the nearest neighbour to the 
new feature. But if many triangles are near to it, 
then it is not sufficient to find the nearest neighbour 
of the image. Instead we check some K nearest 
families of the image and assign the majority in 
them to the new feature in the space. In the image, 
supposes K = 5, which means 5 nearest neighbours 
need to be checked. He has three triangles and two 
squares, so now the new feature should be assigned 
to the triangles family. This is the method to 
calculate the k nearest neighbours. The value 
always changes with the change in the value of k. A 
database of the hand gestures representing numbers 
0 to 9 was prepared as training examples.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 KNN 

visualization F. GUI creation 
 

A GUI (Graphical user interface) is 
created using MATLAB GUIDE app to make the 
project user friendly. GUI contains an option to 
convert the detected symbol from text to speech. 
For Text to speech we will be using text2speech - 
tts file from the MATLAB file exchange[15]. 
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 RESULT  
The classifier is trained using the bagoffeatures() 
function of MATLAB for feature dimension 
independent classification. Bag of features converts 
the features into 500 visual words based on their 
occurrence in the images. Below is the confusion 
matrix for the above trained classifier.  

 
 
 
 
 
 
 
 
 
 

Fig.4 Confusion Matrix 
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 Fig.5 Hand Signs from 1 to 10   
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Output of classifier for above image 
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